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Abstract. Clustering is the useful technique for discovering of data distribution and 

patterns in the underlying data. The goal of clustering is to discover both the dense and 

the sparse regions in a data set. The main emphasis has been to cluster with high accuracy 

as possible and search the required data from them, while keeping the input/output (I/O) 

cost high. Thus, it is necessary to investigate the principle of clustering and searching to 

design efficient algorithms which meet the specific requirement of minimizing the I/O 

operation. So our objective is to build a searching tool by using the Meta-Clustering 

Technique which means combination of more than one concept for clustering the data. 

Our experimental result says if a user gives a wrong spelling then at least one 

output will be common if he will give the correct spell. Our proposed searching tool 

works in the static database but in future it will be able to work in the dynamic database 

even may be used as web search engine.   
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1. Introduction 

The typical information retrieval model in current searching tools is to first retrieve the 

relevant documents based on the user input query, i.e. the name of file. Some searching 

tools are able to retrieve the documents by the content. In our work we have tried to 

retrieve data even when the user entered the misspelled keyword. This paper is designed 

in five sections. First section describes the clustering technique and applying it. Second 

section contains the idea of correcting error of entered keyword. Third section describes 

the searching. Next section contains the analysis of result and the last section deals with 

the conclusions and future scope. 

2. Clustering Technique 

Over the recent past organizations and other users have been capturing increasingly large 

amounts of data that they wish to analyze. The amount of data being collected in 
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databases today far exceeds the ability to reduce and analyze data without the use of 

automated analysis techniques. Knowledge Discovery in Databases (KDD) is an 

interdisciplinary field that is evolving to provide automated analysis solutions. The core 

part of the KDD process is the application of specific data mining methods for pattern 

discovery and extraction. Among the various data mining techniques, clustering of data 

plays a major role in extracting knowledge from the existing database. In this paper we 

focus on the k-means clustering technique and some other concepts, called Meta-

clustering Technique. 

 

K-MEANS Algorithm 

Our technique is based on the k-means clustering method. The working principle of it is 

described below: 

(1) Arbitrarily choose k objects as the initial cluster centers. 

(2) Repeat step 3 to step 5 

(3) Reassign each object to the cluster to which the object is the most similar based 

on the mean value of the objects in the clusters. 

(4) Update the cluster means .i.e., calculate the mean value of the object’s for each 

cluster. 

(5) Until no change. 

For applying any clustering algorithm, input is coordinates of the data files. The 

coordinates of the file is decided by the word which appeared more frequently than 

others. So we may not identify the coordinates of the files .This is the one of the 

important task of our technique to calculate the correct coordinate. In our paper 

coordinates are obtained by vectorization technique between files in database and input 

categorical files. The coordinates of the files are shown in table 1.1. 

                     
                                       

Table 1.1:  Representing the vectors 
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The k-means clustering technique is used here for clustering the database. To 

cluster the database we use some categorical data files because we want to represent the 

data within cluster as hierarchical order .This gives the fast search time. 

We also observe the size of each cluster because large cluster does not give the 

efficient search time. 

So whenever it generates a large one this will be clustered again. Steps in this 

module are given below: 

 

Step 1: Prepare database and categorical data files. 

Step 2: Repeat step 3 to step 10 for each file. 

Step 3: Repeat step 4 to step 5 

Step 4: Perform dot (.) operation between file and all categorical data files. 

Step 5: Output of dot (.) operation is a coordinate stored in a matrix called vector. 

Step 6: Apply k-means algorithm to vector matrix. 

Step 7: Newly generated cluster’s size is checked. 

Step 8: If cluster size is large then the one fourth of vector matrix goes to step 5. 

Step 9: If a cluster contains a less amount of data then merge it with another cluster  

            which has also less amount of data. 

Step 10: Finally store the final clusters in a final_cluster file and centroid of clusters in  

              centroid_cluster  matrix. 

 

After applying the repeatedly k-means and merging the clusters we get the final 

cluster which is given in figure 1.The centroid of the clusters are calculated and 

represented in table 1.2. 

 

                                    Figure 1: Representing the final_cluster 
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                                           Table 1.2: Centroid_cluster 

3. Text Correction 

This module helps us to correct spelling of keywords. For correcting the spelling it 

generates the possible combination of input keyword. In the next module we will search 

all the possible keywords from the files which are stored in database. 

To generate the all possible combination of the input keyword we use a matrix. This 

matrix has 26 rows and 3 columns. Every row contains that three alphabets which are 

similar sounding words and uses make frequently typing mistake because of similar looks 

and appearance in nearest distance in keyboard. 

 Here we input the similar matrix which is given bellow: 

                                                                                    
  

                                                         Figure 2: Simi1 matrix 

 

The steps which are followed in text correction module are given below 

 

Simi1   = 
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Step 1:  Accept the user keyword. 

Step 2:  Perform the dot (.) operation between each row of simil matrix and input  

              keyword. 

Step 3:  The output of dot (.) operation is the coordinate of input keyword stored in  

             input_vectector 

Step 4:  Perform the dot (.) operation between each category files and simil matrix. 

Step 5:  All the coordinates of the same files store in an individual_vector matrix. 

Step 6:  Calculate the distance between input_vector and each indivisual_vector. 

Step 7:  Identify the minimum distance and fetch keyword from the minimum distance  

              location from each categorical_data_files. 

Step 8: Store all words in text_list matrix.  

The text_list matrix gives the all combination of the input keyword. 

 

4. Searching 

In this module load the final_cluster file which contains the final clusters. Then search all 

the possible keywords which are stored in text_list matrix. To do the above we have to 

follow some steps which are described below: 

Step 1: Load the final_cluster files. 

Step 2: Search each word in text_list matrix in each of the categorical_data_files and 

output store  in a finput_vector matrix. 

Step 3: Calculate the distance between centroid_cluster matrix and finput_vector matrix. 

Step 4: Find out the minimum distance and location of it. 

Step 5: Fetch files from this location of final_cluster and display them.  

 

5. Result Analysis 

The objective of our searching tool is to provide the correct result all the time even if the 

input keyword is wrongly spelled. Many existing searching tools are able to retrieve the 

result when user enters the keyword instead of the name of the file which user wants to 

search but not give the satisfactory result for spelling mistake. 

In this paper five coordinates system was used. Instead of five if six coordinates 

system can be used better result can be obtained. The file names are the decimal number 

starting from 1 to 925. 

  Time Comparison: 

Search keyword Time Required 

(Five coordinate 

system) 

Time Required 

(Six coordinate 

system) 

Displayed File 

Names 

1
st
 File 

Name 

2
nd

 File 

Name 

(i)INDIA(correct spelling) .141000 secs. .250000secs. 23 50 

(ii)INDEA(incorrect spelling) .125000 secs. .21800secs. 23 No files 

(i)JAPAN(correct spelling) .106644 Secs. .106644 Secs. 453 762 

(ii)JEPAN(incorrect spelling) .11097865Secs. .11097865Secs. 453 No files 

                                          Table 2: Experimental Results 
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5. Conclusion 

In this paper we try to design the search tool which is based on “Meta-Clustering 

Technique” which is capable for searching a file using misspelled keyword from the 

static database. This method can be extended on dynamic database. 
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