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Abstract. Extreme weather conditions pose significant global challenges, making precise 
and reliable forecasting methods crucial. Current graph neural network (GNN) models, 
although successful in implementations, often struggle with accurately capturing the 
complexities of geographical landscapes, particularly in diverse regions like Nepal. The 
objective of this paper is to address these limitations by introducing a novel approach to 
graph representation for weather forecasting. Our method involves developing a domain-
guided knowledge graph specifically tailored for large, geographically diverse regions. By 
employing spatio-temporal graph neural networks, we forecast multiple weather attributes 
over extended periods, effectively leveraging spatial dependencies within the constructed 
graph. This approach demonstrates remarkable improvements in forecasting accuracy, 
robustness under computing resource constraints, and scalability. Also, the analysis 
confirms the coherence between forecasted results and graph structures, providing insights 
into the reliability and predictive power of our method. 

Keywords: Graph representation, dynamic weather attribute, spatio-temporal graph, 
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1. Introduction  
Extreme weather conditions can inflict substantial harm on individuals, communities, 
nations, and the global community. The EMDAT database documents [1] a total of 
11,360 natural disasters occurred between 1995 and 2022, averaging 398 per year. 
Notably, hydrological, meteorological, and climatological disasters constitute 81.2% of 
these incidents. In Nepal, natural disasters caused by extreme meteorological events, 
such as floods, erratic rainfall, landslides, droughts, thunderstorms, hail storms, heat 
waves, and cold spells, result in significant economic losses and human casualties each 
year [2]. These events adversely impact agriculture, water resources, biodiversity, and 
ecosystems. Given their direct correlation with weather patterns, precise weather fore- 
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casting holds the potential to alleviate risks to both human life and property damage. 
Weather forecasting involves predicting forthcoming atmospheric conditions like tem- 
perature, humidity, wind speed, and precipitation through scientific analysis of mete- 
orological data and computer models. While numerical weather prediction (NWP) methods 
[3-6] are prevalent, they can be susceptible to inaccuracies due to in- 
complete understanding of atmospheric processes, limited spatio-temporal resolution, 
and inherent uncertainties in weather prediction. These challenges are particularly 
pronounced in regions with diverse landscapes like Nepal, highlighting the limitations of 
conventional approaches. The reliance on Euclidean structures within NWP models ex- 
acerbates these issues, as they struggle to account for the complexities of geographical 
features. 
      Many existing methods in weather forecasting primarily concentrate on short-term 
predictions, often forecasting only a limited number of weather attributes. Additionally, 
they frequently rely on datasets spanning short time-frames and data sourced from 
a restricted number of weather stations. Relative to these shortcomings, our study 
aims to address these gaps and has demonstrated notable improvements. Emerging 
technologies, such as graph neural network-based methods, offer a promising avenue 
for enhancement. By leveraging the non-Euclidean nature of geographical data, these 
advanced techniques can better capture the intricate relationships between weather 
parameters [7]. This capability holds the potential to enhance the precision and region- 
specificity of forecasts, crucial for mitigating risks associated with extreme weather 
conditions. 

Existing weather forecasting methods face significant limitations, such as using 
datasets from short time spans, relying on data from a limited number of weather stations, 
and predicting only a few weather attributes with restricted input variables. Additionally, 
there is a lack of domain-guided graph representations that can simultaneously address 
diverse geographical locations. These constraints highlight the need for more 
comprehensive and sophisticated approaches capable of handling the complexities of 
varied geographic landscapes to improve the accuracy and reliability of weather 
forecasting. 

The objective of this paper is to develop a meticulously crafted domain-guided 
knowledge graph representation tailored for diverse geographic landscapes like Nepal. We 
utilize spatio-temporal graph neural network techniques to forecast multiple weather 
attributes over a 24-day period, leveraging the spatial and temporal dependencies encoded 
within the constructed knowledge graph. Our method demonstrates robust performance 
even under computing resource constraints, highlighting the scalability and 
efficiency of the proposed methodology. Additionally, we analyze statistical behaviors 
to validate the coherence between the forecasted results and the underlying structure 
of the constructed graph, providing insights into the reliability and predictive power 
of our approach. Embracing such advancements signifies a significant stride toward more 
effective weather forecasting, vital for protecting lives and property in vulnerable 
regions.  

 

2. Literature review 
The field of weather forecasting employing spatio-temporal graph neural networks en- 
compasses a variety of approaches for graph construction. For short-term wind speed 



Innovating Graph Representation for Dynamic Weather Forecasting 

121 
 

 

forecasting [8], wind farms are represented as nodes, with edges denoting mutual cor- 
relations in wind speed and direction values, where edge weights are determined by 
the exponential decay of their mutual correlation distance (�����). Similarly, in PM2.5 
forecasting [9], cities serve as vertices with correlation-based edges. 
Regarding air quality prediction [10], two types of graph formations are prominent: 
station-level graphs, where weather stations constitute nodes and edges are established 

based on the inverse of Euclidean distance � ����	; and city-level graphs, wherein intra- 

city connections are fully realized. Additionally, for city air quality forecasting [11], 
enhancements are made to the city-level graph through a differentiable grouping net- 
work. 
             In the realm of multi-adversarial spatio-temporal networks [12], an unweighted 
graph is employed, featuring weather stations as vertices and edges determined by 
geographical proximity via spherical distance. Multi-stream graph attention networks [13] 
for windspeed forecasting adopt a graph structure with stations as nodes and utilize multi-
head graph attention mechanisms (GAT) to establish edges. Frost forecasting [14] employs 
a similar node-based approach with weather sensors, with distance-based edges and 
incorporation of temporal information via temporally directed graphs.   

For Point of Interest (POI) category prediction using spatio-temporal adaptive at- 
tention graph convolution [15], three graph types are considered: weather stations as 
vertices with edges based on spatial and Euclidean distances, as well as temporal 
corresponding patterns. Similarly, HistGNN [16] utilizes hierarchical, local, and global 
graphs with learnable multi-graph concepts. Moreover, WeatherGNN [17], a structural 
graph neural network [18], and CloudNine [19] employ grid graphs where grid points serve 
as nodes and edges connect neighboring points in cardinal directions. Table 1 gives 
the detailed summary of the existing works. Table 1 below shows a detailed summary of 
current graph representation techniques and various parameters utilized in weather 
forecasting through different Graph Neural Network (GNN) architectures.  

Table 1: The summary of existing graph-based forecasting methods 

Task Description of parameters 
Wind speed forecasting [8] Dataset 

Time span 
Stations 
Input features 
Output features 

Eastern Wind Integration Dataset 
2007 – 2012 
145 
2 
1 

PM2.5 forecasting [9] Dataset 
Time span 
Stations 
Input features 
Output features 

PM2.5, MEE, ERA5 
01/01/2015 – 31/12/2018 
184 
7 
2 

Air quality forecasting [10] Dataset 
Time span 
Stations 
Input features 

Air Quality, POI, Weather 
01/2018 – 12/2018 
- 
- 
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Output features 1 
Air quality forecasting [11] Dataset 

Time span 
Stations 
Input features 
Output features 

Chinese City Air Quality 
01/01/2017 – 30/04/2019 
209 
- 
1 

Air quality forecasting [12] Dataset 
Time span 
Stations 
Input features 
Output features 

Air Quality, POI, Weather 
- 
53/87 
14 
4 

Wind forecasting [13] Dataset 
Time span 
Stations 
Input features 
Output features 

Netherland Weather 
01/01/2011 – 29/03/2020 
6 
6 
1 

Wind forecasting [13] Dataset 
Time span 
Stations 
Input features 
Output features 

Denmark Weather 
2000 – 2010 
4 
4 
1 

Frost forecasting [14] Dataset 
Time span 
Stations 
Input features 
Output features 

- 
09/04/2020 – 04/05/2021 
11 
4 
1 

Air quality prediction [15] Dataset 
Time span 
Stations 
Input features 
Output features 

Air Quality, POI, Weather 
01/2016 – 01/2018 
35 
13 
12 

Air quality prediction [15] Dataset 
Time span 
Stations 
Input features 
Output features 

Air Quality, POI, Weather 
01/2014 – 04/2015 
26 
14 
20 

Air quality prediction [15] Dataset 
Time span 
Stations 
Input features 
Output features 

Air Quality, POI, Weather 
01/2017 – 03/2018 
26 
11 
20 

Weather forecasting [16] Dataset 
Time span 
Stations 
Input features 
Output features 

WD_BJ 
01/03/2015 – 11/03/2018 
10 
9 
3 
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Weather forecasting [16] Dataset 
Time span 
Stations 
Input features 
Output features 

WD_ISR 
02/02/2012 – 28/10/2017 
6 
4 
4 

Weather forecasting [16] Dataset 
Time span 
Stations 
Input features 
Output features 

WD_USA 
02/10/2012 – 28/10/2017 
13 
4 
4 

Weather forecasting [17] Dataset 
Time span 
Stations 
Input features 
Output features 

Ningbo 
01/01/2021 – 04/01/2021 
2726 (grids) 
10 
5 

Weather forecasting [17] Dataset 
Time span 
Stations 
Input features 
Output features 

Ningxia 
01/01/2021 – 01/01/2022 
1200 (grids) 
8 
5 

Weather prediction [19] Dataset 
Time span 
Stations 
Input features 
Output features 

CloudeNine 
01/01/2021 – 01/01/2022 
- 
Multiple 
5 

 
Table 1 also highlights several limitations of existing methods, including the 

utilization of datasets from short spans of time and the collection of weather attributes 
from a relatively small number of weather stations. Moreover, these methods often 
predict output for only a few weather attributes and consider a limited number of 
input variables. Additionally, there is a notable absence of domain-guided graph 
representations capable of addressing diverse geographical locations simultaneously. 
These constraints underscore the need for more comprehensive and sophisticated 
approaches in weather forecasting, particularly in handling the complexities of diverse 
geographic landscapes. 
 
3. Mathematical formulation 
In this section, we discuss some mathematical notions necessary for our simulation. 

A weather data is a multivariate time series data 
 = {�� , �� , … , ��} ∈ ��×�×� where �� = {��, ��, … , ��} ∈ ��×� 

is the weather variables for particular time, � is the number of weather stations and 
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�� = �����⋮��
! ∈ �� 

is the weather attributes from the weather station ". Also, the Weather forecasting in our 
context, means the prediction of major weather attributes for all the weather stations � for 
nest consecutive # time steps $% = &��'�′, ��'�′ … , ��')′* ∈ ��×�+×, 

where 0 < /′ ≤ / i.e. for given input 
 ∈ ��×�×�, we have to predict the output $% such 
that $% = ℳ(
2 

where ℳ is the model we aim to learn. 

A graph 3 = (4, ℰ, , 
2 is the weighted attributed graph[20], where 4 is the set of 
vertices, ℰ is the set of edges indicating the connection between the nodes,  is the 
weighted adjacency matrix of size |4| × |4| whose entries indicates the connection 
strength between the nodes, and 
 is |4| × / matrix indicating the features on nodes. The 
collection of graphs 3 = &3�� , 3�� , … , 3�� * where 3� = (4, ℰ�, �, 
�2 is called temporal 
graph. If ℰ� = ℰ and � =  for every 7, then the temporal graph is known as a static 
graph with the temporal signal. 

In addition to several existing methods to the graph construction process relative 
to weather forecasting, we have defined a novel approach for graph construction. Our graph 
is a static graph with temporal signals, meaning the graph topology remains the same for 
all temporal frames. Thus, for each frame, we define the graph as 3 = (4, ℰ, 2, where 4 
represents the weather stations located in 753 local governments of Nepal. The edges ℰ =ℰ8 ∪ ℰ: indicate the spatial connections, which are based on geodesic proximity (ℰ8) and 
altitude similarity (ℰ:). 

For spatial connections based on geodesic proximity (ℰ8), we calculate the 
geodesic distance (/;�) between weather stations < and ", and then apply the Laplacian 
kernel [21]  to measure the connection strength: 

�;�8 = =exp A− /;�C8 D ifexp A− /;�C8 D ≥ F80 otherwise.

 

Similarly, for spatial connections based on altitude similarity (ℰ:), we calculate 
the difference between the altitudes of the weather stations and apply the Laplacian kernel 
to measure the connection strength: 

�;�: = =exp A− GH; − H�GC: D ifexp A− GH; − H�GC: D ≥ F:0 otherwise.
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Here, H; represents the altitude of weather station <. The parameters C8, C:, F8, and F: are hyperparameters that control the connection density. Finally,  = I�;�J denotes 
the weight of the edges, where: 

�;� = K�;�8  or  �;�: if(<, "2 ∈ ℰ8 or  ℰ:max{�;�8, �;�: } if(<, "2 ∈ ℰ8 ∩ ℰ:  

This approach ensures that our graph construction effectively captures both 
geodesic and altitude-based spatial relationships, enhancing the accuracy and robustness 
of weather forecasting models in complex environments. 

Now, we discuss about the model architecture and data acquisition techniques as follows: 

Traditional convolutions designed for grid structure face challenges when applied 
to graphs. To overcome this limitation, spectral convolution, leveraging graph Fourier 
transform is introduced to extend convolution to graph data. For graph signal � ∈ �� and 
a kernel O, the graph convolution is defined as 

 O ∗Q � = RO(S2R�� (1) 

where R ∈ ��×� represents the matrix of eigenvectors of normalized Laplacian 

 T = U − V���V��� = RSR� (2) V ∈ ��×� is the diagonal degree matrix with V;� = W�;� , S ∈ ��×� is the diagonal matrix 
of T and O(S2 is a diagonal matrix. Also, to address the computational complexity of graph 
kernel, approximation method is employed using Chebyshev polynomial[22] defined as 

 
XY(Z2 = 1X�(Z2 = ZX;(Z2 = 2ZX;��(Z2 − X;��(Z2, < ≥ 2 (3) 

The graph kernel O(Z2 of (] − 12 order [23] is defined as 

 O(Λ2  = Σ;aYb��c;X;(Λd2  (4) 

where c ∈ �b is a vector of polynomial coefficients, and 

 Λd  = �efghi − 1 (5) 

is the rescaled graph Laplacian matrix transforming its eigenvalues from j0, Zk:lm to j−1,1m. Thus, it is stable for deep graph neural network. Then the graph convolution can 
be written as O ∗Q  �  = O(T2� = ΣnaYo��βnTn(Tr2 

where X;ITrJ ∈  s�× � is the Chebyshev polynomial of order ], where 
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Tr  = 2TZk:l  − 1 

The concept for better computational efficiency, is further particularized[24]  by taking ] = 2, 

O ∗Q  � ≈ cY� + c� � 2TZk:l − U	 � 
 =   cY� − c� �V���V���	 � 
 = c �Vd���  d  Vd���	 � 

where cY  = c�  = c; Vd = V +  U and  d  =   +  U. 

Recurrent neural network (RNN) models have long been utilized for analyzing 
temporal data and have shown considerable success. However, despite their effectiveness 
in handling time series data, RNN models suffer from certain drawbacks such as being 
time-consuming, having complex gate mechanisms, and responding slowly to dynamic 
changes. Therefore, for weather forecasting in our scenario, we opted for spatio-temporal 
forecasting models [25] instead. In this approach, convolutional neural networks (CNNs) 
are employed to capture the dynamic behavior of weather patterns. This strategy enables a 
parallel and manageable training process through a multi-layer convolutional structure, 
facilitating hierarchical representation. 

The input for each node in temporal convolution can be seen as a temporal 
sequence of length X with w; channels, denoted as $ ∈ ��×x�. The convolution kernel y ∈�bz×x�×�x{ is crafted to transform the aforementioned input into a desired output j|}m ∈�(��bz~�2×�x{, where ]� represents the number of neighbors for each node in a graph. 
Here, | and } are split evenly with the same channel size, and consequently, temporal 
gated convolution can be defined as: 

 y ∗� $ = | ⊙ C(}2 ∈ �(��bz~�2×x{ (6) 

where | and } serve as inputs for gates in the Gated Linear Unit (GLU), ⊙ denotes the 
Hadamard product, and C represents the sigmoid gate, determining the relevance of the 
input | for the current states. The other mechanisms remain identical to those of the model 
[25]. 

4. Results and discussion 
The Figure 1 illustrates the detailed process of our method from inception to termination. 
In the first step, we collect daily weather data from all geographic locations in Nepal. Next, 
we construct a graph using the approach discussed previously. We then train a model in a 
supervised manner, using 60 graph snapshots (one for each day over a 60-day period) as 
the input to the model and predicting 24 days of weather information as the output. 
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In our endeavor to gather comprehensive data for weather analysis, our focus was 
on the geographical diversity of Nepal’s 753 local governments, ranging from the Terai 
lowlands to the towering Himalayan peaks. Upon inspection, three locations were 
identified with corrupted data, leading to their exclusion from our dataset, leaving us with 
a total of 750 locations. 

We meticulously constructed a graphical representation incorporating these 750 
stations, each serving as a node in the graph. The temporal dimension of our dataset spans 
from January 4, 1981, to February 24, 2024, capturing daily granularity across 18 distinct 
weather parameters. In this work, we have incorporated these 18 attributes namely 
PRECTOT: Precipitation (mm/day), PS: Surface Pressure (kPa), QV2M: Specific 
Humidity at 2 Meters (g/kg), RH2M: Relative Humidity at 2 Meters (%), T2M: 
Temperature at 2 Meters (C), T2MWET: Wet Bulb Temperature at 2 Meters (C), 
T2M_MAX: Maximum Temperature at 2 Meters (C), T2M_MIN: Minimum Temperature 
at 2 Meters (C), T2M_RANGE: Temperature Range at 2 Meters (C), TS: Earth Skin 
Temperature (C), WS10M: Wind Speed at 10 Meters (m/s), WS10M_MAX: Maximum 
Wind Speed at 10 Meters (m/s), WS10M_MIN: Minimum Wind Speed at 10 Meters (m/s), 
WS10M_RANGE: Wind Speed Range at 10 Meters (m/s), WS50M: Wind Speed at 50 
Meters (m/s), WS50M_MAX: Maximum Wind Speed at 50 Meters (m/s), WS50M_MIN: 
Minimum Wind Speed at 50 Meters (m/s), WS50M_RANGE: Wind Speed Range at 50 
Meters (m/s). as features for each node in the graph. 

To ensure the comprehensiveness of our data collection efforts, we strategically 
identified landmarks within our target regions. Leveraging Application Programming 
Interfaces (APIs) and geographical coordinates, we properly and systematically gathered 
weather parameters for each landmark over a span of more than four decades. This 
exhaustive approach encompassed all 750 landmarks, providing a holistic understanding 
of the country’s climatic dynamics. 

Figure 1: Architecture of Spatio-Temporal Graph Convolutional Networks (STGCN) is 
composed of three Spatio-Temporal Graph (STConv) blocks followed by a linear layer. 
Within each STConv block, the model integrates graph convolution to capture spatial 
information, which is interleaved with temporal gated convolution to handle temporal 
dynamics. 
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To prepare this extensive dataset for analysis, a major step of standardization was 
employed. We normalized the features across the graph using mean and variance, ensuring 
equitable treatment of each weather parameter by the network. This meticulous process 
laid the foundation for accurate and unbiased analysis and predict. 

Recreating each available weather forecasting methods, we have posed significant 
challenges due to unavailability of datasets, public code and limited access to 
computational lab. Our study has reported the best average evaluation scores from existing 
papers for different datasets. The figure 2 illustrates the mean square error (MSE) loss for 
both training and validation datasets indicating effective learning capabilities of our model 
in weather forecasting. 

Table 2: Comparison of statistical performance with existing methods 

Methods MAE RMSE MAPE 
CloudeNine [19] 0.1900 0.1500 – 

Spatio-Temporal Graph Deep Neural Networks [8] 0.3010 0.4310 – 

Multi-Adversarial Spatio-Temporal Networks [12] 0.6100 – – 

Multistream Graph Attention Networks [13] 1.2530 2.6040 – 

Figure 2: Both curves show a decreasing trend, which indicates that the model is learning 
effectively without over fitting, as there is no significant divergence between the training 
and validation losses 
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Methods MAE RMSE MAPE 

WeatherGNN (Ningbo) [17] 1.6100 2.1300 – 

WeatherGNN (Ningxia) [17] 1.7100 2.2100 – 

HiSTGNN (WD_ISR) [16] 2.9446 4.5606 14.1500 

Graph Neural Networks with Spatio-Temporal 
Attention [14] 

3.0800 5.4200 5.3900 

HiSTGNN (WD_USA) [16] 3.5419 4.7910 19.2800 

Spatio-Temporal Adaptive Attention Graph 
Convolution Networks (London) [15] 

4.0700 5.7300 – 

HiSTGNN (WD_BJ) [11] 4.2098 5.9705 36.2300 

Group-aware Graph Neural Networks [13] 5.5600 10.8100 – 

Multistream Graph Attention Networks 7.8800 110.3900 – 

Highair [10] 8.2700 11.1800 – 

PM�.�-GNN [9] – 19.9300 – 

Spatio-Temporal Adaptive Attention Graph 
Convolution Networks (Beijing) [15] 

12.7000 20.0800 – 

Spatio-Temporal Adaptive Attention Graph 
Convolution Networks (Tianjin) [15]  

15.0500 22.7800 – 

Our Method 3.6569 5.6621 – 

Our method exhibits a mixed performance when compared to existing methods, as 
depicted in Table 1. Notably, our method achieves competitive results in terms of Mean 
Absolute Error (MAE) and Root Mean Square Error (RMSE), outperforming several 
existing methods such as Graph Neural Networks with Spatio-Temporal Attention and 
Spatio-Temporal Adaptive Attention Graph Convolution Networks on these metrics. 
However, our method lags behind on certain metrics when compared to some of the state-
of-the-art approaches. Despite this, our method demonstrates promising potential, 
showcasing its ability to offer reliable predictions in certain scenarios. Additionally, our 
method stands out for several reasons: it incorporates a larger dataset spanning 44 years, 
effectively handles a large number of stations (750), includes a comprehensive set of 
weather attributes to forecast seven weather variables—more than almost all existing 
methods—and forecasts weather for diverse geographic locations, ranging from the 
lowlands of the Terai to the high-altitude lands of mountainous regions, simultaneously. 
The inclusion of these features underscores the robustness and versatility of our method in 
tackling complex spatio-temporal forecasting tasks. The variability in performance across 
different metrics underscores the complexity of the forecasting task and highlights the need 
for further investigation into enhancing the method’s robustness and addressing its 
limitations. The Table 2 gives the details that those which are better than our method work 
only locally (less than 15 stations) and one with 87 stations. But our method works on 750 
stations simultaneously. Thus we can say that our method is more robust. Overall, our 
method contributes valuable insights to the field, laying the groundwork for future 
advancements in spatio-temporal forecasting methodologies. 
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We present two scenarios for the ablation study. First, we explore the impact of 
removing independent attributes. Initially, we used 18 weather attributes to forecast only 
seven variables. In this ablation study, we discard the additional variables and consider 
only the seven attributes exactly same as the forecasted variables, allowing us to test the 
effectiveness of including the other weather variables in the forecasting process. Second, 
we examine the effect of reducing the size of the graph. Originally, we considered 25% of 
the fully connected edges in the spatial graph, amounting to approximately 70,000 edges 
with 750 nodes. Concerned that even these 25% edges might cause over-smoothing when 
applying graph neural networks, we reduced the edge count to 10%, resulting in about 
28,000 edges, to ensure the graph remains sufficiently sparse. Both of these effects have 
been tested experimentally and compared with the original results, as shown in Table 2. 

Table 3: Comparison of original results under multiple conditions. 

Methods MAE RMSE �� 

Original 3.6569 5.6621 0.8624 
Reduced features 3.9600 6.4853 0.8197 

Reduced features & graph size 3.3215 5.9283 0.8448 

Table 2 shows that considering other related attributes for forecasting certain variables is 
beneficial. However, too much sparsifying edge connection might not be advantageous. 

5. Conclusion 
In summary, our method offers a robust and versatile approach to spatio-temporal weather 
forecasting, leveraging a comprehensive dataset spanning over four decades and 
encompassing 750 weather stations across Nepal’s diverse landscape. Achieving 
competitive performance against existing methods, our approach excels in capturing 
complex spatio-temporal relationships while forecasting seven weather variables 
simultaneously. Notably, our method outperforms several existing methods on metrics like 
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), showcasing its 
scalability and applicability to diverse geographic locations. The conducted ablation study 
provides valuable insights, emphasizing the importance of incorporating additional 
weather attributes and maintaining an optimal graph structure for enhancing forecasting 
accuracy. Overall, our method provides notable advancements in spatio-temporal 
forecasting, establishing a foundation for more precise predictions in real-world scenarios. 
However, developing a systematic approach for selecting weather attributes as independent 
variables to predict a dependent variable remains an unresolved issue. 
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