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Abstract. A watered-down version of the cutting stock algorithm has existed for a few 
centuries before the industrial revolution but no real formulation or solution to the prob-
lem was known other than for a few heuristic algorithms used under specific cases per-
taining to the logging industry.  The first formulations and solutions of the cutting stock 
problem was published about 6 decades ago by Gilmore and Gomory in the Operation 
research journal [6].  In that, they have explained the concept by using crude optimiza-
tion techniques which are not applicable to most conditions found in the contemporary 
business environment. Our research project involves cutting wooden sheets and wooden 
rods of specific dimensions based on the requirements of the customers of Moratuwa 
Timber Work (MTW). The main focus of this paper is to find the optimal cutting pat-
terns by minimizing the wastage and the trim loss. This is achieved with the aid of a web 
enabled database, using Java codes and Lingo programs. 
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1. Introduction 
The cutting stock algorithm relates to a wide range of industries. This situation has 
created an impetus with financial incentives to find more efficient algorithms to deal with 
different scenarios. In particular, if we consider the furniture industry where cutting 
wooden material play a pivotal role, many variations of the algorithms are used when 
cutting wood in order to reduce wastage. For example, if we need to produce wooden 
rods for chairs, we have to use the one-dimensional cutting method which requires the 
use of a single cutting blade. However, if we consider the two- dimensional or the three-
dimensional cutting method, we will need to accommodate slanted or oblique cutting 
method which requires the use of wedged shape cutting tools, double blades or jigsaw 
blades. Therefore, in a more general setting, in order to implement our algorithm, we 
need to take in to consideration the additional constraints related to the cutting methods 
and the cutting equipment which need to be used. 

In our research project, we look into furniture manufacturing in Moratuwa 
Timber Work (MTW). This requires cutting wooden sheets and wooden rods of specific 
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dimensions. Our main focus in this paper was to find the optimal cutting patterns by 
minimizing the wastage. Our research project was done under the following assumptions.  
 

1. All wooden pieces required to manufacture the furniture are cut from the sheets 
and rods that are exclusively in the current stock.  

2. The stock consists of sufficient sheets and rods in order to manufacture the re-
quired furniture.  

In the main part of the project, we solved the problem with the aid of a web enabled 
database, using Java codes and Lingo programs. More specifically, we implemented the 
program in 4 stages. In stage 1, the database was updated according to the customer input 
obtained via the web. In stage 2, a Java code was developed and implemented, in order to 
generate all possible cutting patterns. In stage 3, an Integer Program was formulated 
using the cutting patterns obtained in stage 2 and subsequently a Lingo Program was 
generated to update the database. In the final stage, which is stage 4, the updated database 
results were redirected to the customers through the web.  
 

2. History 
With the introduction of computer-based solutions in nineteen seventies, different 
variations of this problem were tackled by many authors. 
Some of the approaches that mushroomed in the following decades related to variations 
of this cutting plane algorithm are the Enumerative approach [17,18], the Sequential 
approach [1,21], the Knapsack approach [7,11], the Branch and Bound approach 
[4,5,9,22], the Synergistic approach [10,13], the Dynamic Programming approach [3,12], 
the Tree search algorithm approach [2], the Genetic algorithms approach [16,19], the 
Column Generation algorithm approach [2,5,8,22] and the Vishwanath and Bagchi 
algorithm approach [15]. 
       With the advancement of the industrial revolution, there was a massive demand for 
cutting different materials in different shapes and orientations.  
 

 
Figure 1: A non-orthogonal cut, a guillotine cut and a triangular cut 

 
Some of the research papers that deal with cutting different shapes such as the non-
orthogonal [20], the guillotine and the triangular cuts [14,15] (Figure 1).  
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3. Formulation of the problem
The dimensions of an order to make furniture items received by MTW are listed below. 
 

 
The storage house of MTW has
10'×4', 6'×6'and 4'×3'and wooden rods with the 
sheets and rods will be used to manufacture the ordered items
problem, the following variables are defined. 
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Formulation of the problem 
The dimensions of an order to make furniture items received by MTW are listed below. 

Figure 2: Ordered furniture 

The storage house of MTW has wooden sheets which are 1/2'' thick with the dimensions 
3'and wooden rods with the dimensions 2''×2''×5'and 2''

sheets and rods will be used to manufacture the ordered items. In order 
the following variables are defined.  

A Practical Application of the Generalized Cutting Stock Algorithm 

The dimensions of an order to make furniture items received by MTW are listed below.  

wooden sheets which are 1/2'' thick with the dimensions 
5'and 2''×4''×5'. These 

In order to formulate the 
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Table 1: Cutting patterns 

 
In order to identify all possible cutting patterns, the following assumptions were made 
regarding the method of cutting.  

• We will start cutting the pieces from the left-hand corner of the sheet. The 
selection of the pieces to be cut will be in accordance with the descending order 
of the area, corresponding to the individual pieces.  

• The sawdust produced by cutting has no effect on the wastage. 
• In implementing the algorithm, initially we changed the orientation of the pieces 

(including the sheets) to have length greater than their width. 
 
To generate a new cutting pattern, we first set up a heuristic algorithm by taking in to 
account that the total area of the individual pieces is less than the area of the wooden 
sheet. However, this heuristic algorithm didn’t handle all possible cases satisfactorily. 
For example, we had a problem with cutting the pattern (1, 1, 0) which corresponds to 
cutting one 4'×4' piece and one 4'×3' piece from a 6'×6' sheet. Though this cutting pattern 
satisfies the constraint corresponding to the total area (i.e., 4'×4'+ 4'×3' ≤ 6'×6' (Figure 
3)), in reality it is impossible to cut a 4'×4' piece and a 4'×3' piece from the given 6'×6' 
sheet as depicted in figure 4. 
 
          Suppose that we have a new pattern and it successfully satisfies the heuristic 
algorithm condition related to total area as explained earlier. To overcome the problem 
and obtain a more refined solution, we fine tuned the algorithm as follows. The first step 
is to create a solution matrix C, initialized to one, where the corresponding nm elements 
of the matrix refer to the 1'×1' wooden pieces of the n’×m’ wooden sheet.  The second 
step is to create a k-tuple (��, ��, … , ��)where ri represents the number of ai×bi pieces that 
are desired to be cut. 

Cutting Patterns Variable 
 

    7'×4'   7' ×3'    4'×4'    7' ×2'    4'×3'    3'×2' 
( ........  .........    .........   .........   .........   ......... ) 
 

	
: The number of times the pattern 
generated by the tuple (cutting pattern) 
has been cut from the 10'×4' sheet 

    4'×4    4'×3'    3'×2' 
 ( .........   .........   ......... )  

�
:  The number of times the pattern         
generated by the tuple (cutting pattern) 
has been cut from the 6'×6' sheet 

    4'×3'    3'×2'   
 ( .........    ......... )  

�
	:  The number of times the pattern 
generated by the tuple (cutting pattern) 
has been cut from the 4'×3' sheet  

2''×2''×2'    2''×2''×1' 
 ( ..............     .….......... )  

�
	:  The number of times the pattern 
generated by the tuple (cutting pattern) 
has been cut from the 2''×2''×5' rod 

2''×4''×5'    2''×4''×2' 
 ( ..............     …........... )  

�
:  The number of times the pattern 
generated by the tuple (cutting pattern) 
has been cut from the 2''×4''×5' rod 
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Figure 3: The cutting the pattern (1,1,0)
                satisfying the area constraint
 
 
   Next, select a submatrix with the dimensions 
cutting assumptions) and check if all of its elements are 1. If all elements of the sub m
trix are 1 (this is achieved by comparing the area of the piece being cut, i.e. 
the summation of the elements of the sele
sponding to the dimensions of the submatrix can be cut. To reflect that the piece is cut, 
we update the matrix along with the tuple. The tuple is updated by reducing 1 from 
that the new tuple will read
its elements. Next provided that, 
check if another �� � ��

submatrices and shifting the submatrix horizontally one cell at a time till it reaches the 
right most possible position. When the end of the row is reached, 
ning of the next row in lexicographical order till we reach the end of the sheet, so that all 
possible submatrices are checked. In the case when a submatrix cannot be found, 
ize the same method by considering the submatrix 
changed) and proceed in the same manner by updating the tuple and the matrix accor
ingly. 
 

         We repeat this process recursively and a successful reduction to a 
will indicate an acceptable pattern 
indicate an unacceptable pattern 
 

 In our Java program we evaluated the feasibility of each pattern 
calculated the corresponding wastage of the feasible patterns. 
 
Once all the variables were generated we obtain the follo
that in the following output
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The cutting the pattern (1,1,0) Figure 4: The impracticality of cutting the
satisfying the area constraint                   pattern (1, 1, 0) 

Next, select a submatrix with the dimensions �� � �� from the top left corner (as per 
cutting assumptions) and check if all of its elements are 1. If all elements of the sub m
trix are 1 (this is achieved by comparing the area of the piece being cut, i.e. 
the summation of the elements of the selected submatrix), it will imply that a piece corr
sponding to the dimensions of the submatrix can be cut. To reflect that the piece is cut, 
we update the matrix along with the tuple. The tuple is updated by reducing 1 from 
that the new tuple will read(�� � 1, ��, … , ���. The submatrix is update by assigning 0 to 
its elements. Next provided that, �� � 1, the new first entry of the tuple is non

� piece could be cut. Likewise, this can be continued, by selecting 
shifting the submatrix horizontally one cell at a time till it reaches the 

right most possible position. When the end of the row is reached, we move to the begi
ning of the next row in lexicographical order till we reach the end of the sheet, so that all 
possible submatrices are checked. In the case when a submatrix cannot be found, 
ize the same method by considering the submatrix �� � �� (orientation of the piece is 
changed) and proceed in the same manner by updating the tuple and the matrix accor

We repeat this process recursively and a successful reduction to a 
will indicate an acceptable pattern ���, ��, … , ��� whereas the alternative scenario will 
indicate an unacceptable pattern ���, ��, … , ���. 

In our Java program we evaluated the feasibility of each pattern 
corresponding wastage of the feasible patterns.  

ll the variables were generated we obtain the following output. It is worth noting 
output	
is represented by Xi  etc. 
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cutting the 
  

from the top left corner (as per 
cutting assumptions) and check if all of its elements are 1. If all elements of the sub ma-
trix are 1 (this is achieved by comparing the area of the piece being cut, i.e. �� � ��and 

cted submatrix), it will imply that a piece corre-
sponding to the dimensions of the submatrix can be cut. To reflect that the piece is cut, 
we update the matrix along with the tuple. The tuple is updated by reducing 1 from ��so 

is update by assigning 0 to 
the new first entry of the tuple is non-zero, we 

piece could be cut. Likewise, this can be continued, by selecting 
shifting the submatrix horizontally one cell at a time till it reaches the 

move to the begin-
ning of the next row in lexicographical order till we reach the end of the sheet, so that all 
possible submatrices are checked. In the case when a submatrix cannot be found, we util-

(orientation of the piece is 
changed) and proceed in the same manner by updating the tuple and the matrix accord-

We repeat this process recursively and a successful reduction to a �0,0,… ,0� tuple 
whereas the alternative scenario will 

In our Java program we evaluated the feasibility of each pattern separately and 

wing output. It is worth noting 
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10'×4' Sheet 
(7'×4'),(7'×3'),(4'×4'),(7'×2'
), (4'×3'), (3'×2') 
 
X1 →(0, 0, 0, 0, 0, 1) - 34 
X2 →(0, 0, 0, 0, 0, 2) - 28 
X3 →(0, 0, 0, 0, 0, 3) - 22 
X4 →(0, 0, 0, 0, 0, 4) - 16 
X5 →(0, 0, 0, 0, 0, 5) - 10 
X6 →(0, 0, 0, 0, 0, 6) - 4 
X7 →(0, 0, 0, 0, 1, 0) - 28 
X8 →(0, 0, 0, 0, 1, 1) - 22 
X9 →(0, 0, 0, 0, 1, 2) - 16 
X10→(0, 0, 0, 0, 1, 3) - 10 
X11 →(0, 0, 0, 0, 1, 4) - 4 
X12→(0, 0, 0, 0, 2, 0) - 16 
X13→(0, 0, 0, 0, 2, 1) - 10 
X14→(0, 0, 0, 1, 0, 0) - 26 
X15→(0, 0, 0, 1, 0, 1) - 20 
X16→(0, 0, 0, 1, 0, 2) - 14 
X17 →(0, 0, 0, 1, 0, 3) - 8 
X18 →(0, 0, 0, 1, 0, 4) - 2 
X19→(0, 0, 0, 1, 1, 0) - 14 
X20 →(0, 0, 0, 1, 1, 1) - 8 
X21 →(0, 0, 0, 1, 1, 2) - 2 
X22→(0, 0, 0, 2, 0, 0) - 12 
X23→(0, 0, 0, 2, 0, 1) - 6 
X24→(0, 0, 0, 2, 0, 2) - 0 
X25→(0, 0, 0, 2, 1, 0) - 0 
X26→(0, 0, 1, 0, 0, 0) - 24 
X27→(0, 0, 1, 0, 0, 1) - 18 
X28→(0, 0, 1, 0, 0, 2) - 12 

X29 →(0, 0, 1, 0, 0, 3) - 6 
X30 →(0, 0, 1, 0, 0, 4) - 0 
X31→(0, 0, 1, 0, 1, 0) - 12 
X32→(0, 0, 1, 0, 1, 1) - 6 
X33→(0, 0, 2, 0, 0, 0) - 8 
X34→(0, 0, 2, 0, 0, 1) - 2 
X35→(0, 1, 0, 0, 0, 0) - 19 
X36→(0, 1, 0, 0, 0, 1) - 13 
X37→(0, 1, 0, 0, 0, 2) - 7 
X38→(0, 1, 0, 0, 1, 0) - 7 
X39→(1, 0, 0, 0, 0, 0) - 12 
X40→(1, 0, 0, 0, 0, 1) - 6 
X41→(1, 0, 0, 0, 0, 2) - 0 
X42→(1, 0, 0, 0, 1, 0) – 0 
 
 
6'×6' Sheet 
(4'×4'), (4'×3'), (3'×2') 
 

Y1 →(0, 0, 1) - 30 
Y2 →(0, 0, 2) - 24 
Y3 →(0, 0, 3) - 18 
Y4 →(0, 0, 4) - 12 
Y5 →(0, 0, 5) - 6 
Y6 →(0, 0, 6) - 0 
Y7 →(0, 1, 0) - 24 
Y8 →(0, 1, 1) - 18 
Y9 →(0, 1, 2) - 12 
Y10 →(0, 1, 3) - 6 
Y11 →(0, 2, 0) - 12 
Y12 → (0, 2, 1) - 6 
Y13 → (0, 2, 2) - 0 
Y14 →(1, 0, 0) - 20 
Y15 →(1, 0, 1) - 14 

Y16 →(1, 0, 2)– 8 
Y17 →(1, 0, 3) – 2 
 

 

4'×3' Sheet 
(4'×3'), (3'×2') 
 
Z1 →(0, 1) - 6 
Z2 →(1, 0) – 0 
 
 
Wooden bars - 2"×2"×5' 
(2''×2''×2'), (2''×2''×1') 
 
P1→(0, 1) – 4 
P2→(0, 2) - 3 
P3→(0, 3) - 2 
P4→(0, 4) - 1 
P5→(0, 5) - 0 
P6→(1, 0) - 3 
P7→(1, 1) - 2 
P8→(1, 2) - 1 
P9→(1, 3) - 0 
P10→(2, 0) - 1 
P11→(2, 1) - 0 
 
Wooden bars - 2"×4"×5' 
(2''×4''×5'), (2''×4''×2') 
 
Q1→(0, 1) - 3 
Q2→(0, 2) - 1 
Q3→(1, 0) - 0 

 
We formulated the Integer program using the following variables. 
 
��,
 = the error of the pattern that corresponds to		
 
��,
 = the error of the pattern that corresponds to	�
 
��,
= the error of the pattern that corresponds to	�
 
��,
= the error of the pattern that corresponds to	�
 
��,
= the error of the pattern that corresponds to	�
 
 
Therefore, the objective function is to: 
 
Minimize � = ∑ ��,

 		
 + ∑ ��,

 	�
 + ∑ ��,
 	�

 + ∑ ��,

 	�
 + ∑ ��,
 	�

  
 



A Practical Application of the Generalized Cutting Stock Algorithm

 

The constraints correspond to the following table
 

 
The Integer Program that w
 
� !					� = 	34	� + 28	

+ 10	�&

+ 2	�'

+ 24	�(

+ 2	��

+ 0	��

+ 12�)

+ 2��*

+ 0�) +
 
Subject to 
	�) + 	�& + 	�� + 	�� =

	�� + 	�( + 	�* + 	�' =

	�( + 	�* + 	�' + 	�) +
180	(Number of 4'×4' wooden pieces)
	�� + 	�� + 	�( + 	�* +
(Number of 7'×2' wooden pieces)
 
	* + 	' + 	) + 	�& + 	��

	�� + �* + �' + �) + ��&

pieces) 
 
	� + 2	� + 3	� + 4	� +

3	�* + 4	�' + 	�& + 2	

	�( + 2	�* + 	�& + 2	��

��� + 2��� + ��� + 2��(

 �( + �* + �' + �) + 2�
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espond to the following table: 

Table 2: Constraints 

that was formulated is given below: 

	� + 22	� + 16	� + 10	� + 4	( + 28	* + 22	

�& + 4	�� + 16	�� + 10	�� + 26	�� + 20	�� +

+ 14	�) + 8	�& + 2	�� + 12	�� + 6	�� + 0	��

�( + 18	�* + 12	�' + 6	�) + 0	�& + 12	�� + 6

+ 19	�� + 13	�( + 7	�* + 7	�' + 12	�) + 6	

+ 30�� + 24�� + 18�� + 12�� + 6�� + 0�( +

) + 6��& + 12��� + 6��� + 0��� + 20��� + 14�

+ 6�� + 0�� + 4�� + 3�� + 2�� + �� + 0�� +

+ ��& + 0��� + 3�� + �� + 0�� 

= 341(Number of 7'×4' wooden pieces) 
= 175	(Number of 7'×3' wooden pieces) 
+ 	�& + 	�� + 	�� + 2	�� + 2	�� + ��� + ��� +

4' wooden pieces) 
+ 	�' + 	�) + 	�& + 	�� + 2	�� + 2	�� + 2	�� +

Number of 7'×2' wooden pieces) 

�� + 2	�� + 2	�� + 	�) + 	�& + 	�� + 	�� + 	��

�& + 2��� + 2��� + 2��� + �� = 20		(Number of 4'

+ 5	� + 6	( + 	' + 2	) + 3	�& + 4	�� + 	�� +

	�� + 	�� + 2	�� + 	�* + 2	�' + 3	�) + 4	�& +

�� + �� + 2�� + 3�� + 4�� + 5�� + 6�( + �' +

�( + 3��* + �� = 252		(Number of 3'×2' wooden pieces)
��& + 2��� = 80	(Number of 2''×2''×2'wooden pieces of rods)
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	' + 16	)

14	�( + 8	�*

�� + 0	��

6	�� + 8	��

	�& + 0	��

24�* + 18�'

��� + 8��(

3�( + 2�* + �'

+ ��( + ��* =

+ 2	�� = 85 

�� + 	�� + 	�' +

Number of 4'×3' wooden 

+ 	�� + 2	�( +

+ 	�� + 	�� +

+ 2�) + 3��& +

2' wooden pieces) 
2'wooden pieces of rods) 
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 �� + 2�� + 3�� + 4�� + 5�� + �* + 2�' + 3�) + ��� = 132						

(Number of 2''×2''×1'wooden pieces of rods) 
   
�� = 76(Number of 2''×4''×5'wooden pieces of rods) 
 
 �� + 2�� = 84		(Number of 2''×4''×2'wooden pieces of rods) 
 
 	
 ≥ 0	01�	�22	 	�!3		


45	���	 !6�7��5 
	�
 ≥ 0	01�	�22	 	�!3	�


45	���	 !6�7��5 
	�
 ≥ 0	01�	�22	 	�!3	�


45	���	 !6�7��5 
	�
 ≥ 0	01�	�22	 	�!3	�


45	���	 !6�7��5 
	�
 ≥ 0	01�	�22	 	�!3	�


45	���	 !6�7��5 
 
The optimal solution of the integer program was generated using a Lingo package. Note 
that the minimum error for the order that was received was 6960ft2. 
 
4. Development of the website 
To obtain the order request of MTW customers and to notify the customers of the final 
decisions regarding the order details, we developed a dynamic website using an Avata 
theme.  
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