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Abstract. A watered-down version of the cutting stock aldorithas existed for a few
centuries before the industrial revolution but ealformulation or solution to the prob-
lem was known other than for a few heuristic algponis used under specific cases per-
taining to the logging industry. The first formtitmns and solutions of the cutting stock
problem was published about 6 decades ago by Gilrand Gomory in the Operation
research journal [6]. In that, they have explaitte®l concept by using crude optimiza-
tion techniques which are not applicable to mostditons found in the contemporary
business environment. Our research project invatugting wooden sheets and wooden
rods of specific dimensions based on the requirégsnehthe customers of Moratuwa
Timber Work (MTW). The main focus of this papendsfind the optimal cutting pat-
terns by minimizing the wastage and the trim |1d$8s is achieved with the aid of a web
enabled database, using Java codes and Lingo prsgra
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1. Introduction
The cutting stock algorithm relates to a wide ramgendustries. This situation has
created an impetus with financial incentives ta finore efficient algorithms to deal with
different scenarios. In particular, if we considbe furniture industry where cutting
wooden material play a pivotal role, many variasiamf the algorithms are used when
cutting wood in order to reduce wastage. For examiplwe need to produce wooden
rods for chairs, we have to use the one-dimensioatiing method which requires the
use of a single cutting blade. However, if we cdesithe two- dimensional or the three-
dimensional cutting method, we will need to accordate slanted or oblique cutting
method which requires the use of wedged shapenguittiols, double blades or jigsaw
blades. Therefore, in a more general setting, demto implement our algorithm, we
need to take in to consideration the additionalstraimts related to the cutting methods
and the cutting equipment which need to be used.

In our research project, we look into furniture matturing in Moratuwa
Timber Work (MTW). This requires cutting wooden steeand wooden rods of specific
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dimensions. Our main focus in this paper was td tine optimal cutting patterns by
minimizing the wastage. Our research project wawdoder the following assumptions.

1. All wooden pieces required to manufacture the furei are cut from the sheets
and rods that are exclusively in the current stock.
2. The stock consists of sufficient sheets and rodsrder to manufacture the re-
quired furniture.
In the main part of the project, we solved the pobwith the aid of a web enabled
database, using Java codes and Lingo programs. s$peefically, we implemented the
program in 4 stages. In stage 1, the database paadad according to the customer input
obtained via the web. In stage 2, a Java code ersaped and implemented, in order to
generate all possible cutting patterns. In stagan3)nteger Program was formulated
using the cutting patterns obtained in stage 2 arabequently a Lingo Program was
generated to update the database. In the finad steyjch is stage 4, the updated database
results were redirected to the customers throughwib.

2. History
With the introduction of computer-based solutioms riineteen seventies, different
variations of this problem were tackled by manyhats.
Some of the approaches that mushroomed in thenfiokpdecades related to variations
of this cutting plane algorithm are the Enumeratmproach [17,18], the Sequential
approach [1,21], the Knapsack approach [7,11], Branch and Bound approach
[4,5,9,22], the Synergistic approach [10,13], tha&mic Programming approach [3,12],
the Tree search algorithm approach [2], the Gera@torithms approach [16,19], the
Column Generation algorithm approach [2,5,8,22] #&he Vishwanath and Bagchi
algorithm approach [15].

With the advancement of the industrial retioh, there was a massive demand for
cutting different materials in different shapes aniéntations.

Figure 1: A non-orthogonal cut, a guillotine cut and a tgalar cut

Some of the research papers that deal with cutliffgrent shapes such as the non-
orthogonal [20], the guillotine and the triangutats [14,15] (Figure 1).
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3. Formulation of the problem
The dimensions of an order to make furniture iteetgived by MTW are listed belo
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Figure 2: Ordered furniture

The storage house of MTW | wooden sheets which are 1/2" thick with the dirnmrs
10'x4', 6'x6'and 4¥and wooden rods with ttdimensions 2"x2'%and 2x4"x5'. These
sheets and rods will be used to manufacture theredditem. In orderto formulate the
problem,the following variables are define

41



W. D. D. Madhavee, N. Saldin, U. C. Vaidyarathnd @nJ. Jayawardene

Table 1: Cutting patterns

Cutting Pattens Variable

7x4" 7'x3' 4'x4' T'x2' 4'x3" 3 | x;: The number of times the pattern
(e e e ) | generated by the tuple (cutting pattern
has been cut from the 10'x4' sheet

4'x4  4'x3" 3'x v;: The number of times the pattern
(e e e ) generated by the tuple (cutting pattern
has been cut from the 6'x6' sheet

4'x3" 3'%x2' z; . The number of times the pattern
(T ) generated by the tuple (cutting pattern
has been cut from the 4'x3' sheet

2'x2"x2' 2'%x2"x1' p; . The number of times the pattern
(e e ) generated by the tuple (cutting pattern
has been cut from the 2"x2"x5' rod

2'x4"x5"  2'x4"x2' q;: The number of times the pattern
(e e ) generated by the tuple (cutting pattern
has been cut from the 2"x4"x5' rod

In order to identify all possible cutting pattertise following assumptions were made
regarding the method of cutting.

*  We will start cutting the pieces from the left-haodrner of the sheet. The
selection of the pieces to be cut will be in aceok with the descending order
of the area, corresponding to the individual pieces

» The sawdust produced by cutting has no effect emthstage.

* In implementing the algorithm, initially we chang#t orientation of the pieces
(including the sheets) to have length greater thain width.

To generate a new cutting pattern, we first seaupeuristic algorithm by taking in to
account that the total area of the individual pseiless than the area of the wooden
sheet. However, this heuristic algorithm didn't tienall possible cases satisfactorily.
For example, we had a problem with cutting theguat(1, 1, 0) which corresponds to
cutting one 4'x4' piece and one 4'x3' piece fradix&' sheet. Though this cutting pattern
satisfies the constraint corresponding to the tatah (i.e., 4'x4'+ 4'x3! 6'x6" (Figure
3)), in reality it is impossible to cut a 4'x4' pgeand a 4'x3' piece from the given 6'x6'
sheet as depicted in figure 4.

Suppose that we have a new pattern arsdidcessfully satisfies the heuristic
algorithm condition related to total area as exyédiearlier. To overcome the problem
and obtain a more refined solution, we fine turtedldlgorithm as follows. The first step
is to create a solution matr, initialized to one, where the corresponding nements
of the matrix refer to the 1'x1' wooden piecestaf tixm' wooden sheet. The second
step is to createlatuple (4,15, ..., 1, )Wherer; represents the number @kb; pieces that
are desired to be cut.
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Figure 3: The cutting the pattern (1,1 Figure 4: The impracticality ofutting the
satisfying the area constre pattern (1, 1, 0)

Next, select a submatrix with the dimensiw,; x b; from the top left corner (as p
cutting assumptions) and check if all of its eleteaare 1. If all elements of the sula-
trix are 1 (this is achieved by comparing the arkthe piece being cut, i.a; X b;and
the summation of the elements of the cted submatrix), it will imply that a piece ce-
sponding to the dimensions of the submatrix cacuieTo reflect that the piece is ¢
we update the matrix along with the tuple. Theauplupdated by reducing 1 frcryso
that the new tuple will reir; — 1,7, ..., 7). The submatrixs update by assigning 0
its elements. Next provided tha; — 1, the new first entry of the tuple is r-zero, we
check if anothen, x b, piece could be cut. Likewise, this can be continlmdselecting
submatrices andhifting the submatrix horizontally one cell atime till it reaches th
right most possible position. When the end of & is reachecwe move to the ben-
ning of the next row in lexicographical order tile reach the end of the sheet, so the
possible submatrices are checked. In the case aisabmatrix cannot be fourwe util-
ize the same method by considering the submb, x a; (orientation of the piece
changed) and proceed in the same manner by updhgnple and the matrix acd-
ingly.

We repeat this process recursively and a successfuktion to ¢(0,0, ...,0) tuple
will indicate an acceptable patte(ry, 1, ..., 7,) Whereas the alternative scenario
indicate an unacceptable patt(ry, 7, ..., 7).

In our Java program we evaluated the feasibiliteach patteriseparately and
calculated theorresponding wastage of the feasible patte

Once 4l the variables were generated we obtain the wing output. It is worth notin
that in the followingoutpux;is represented hyi etc.
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10'x4' Sheet
(T'%4),(7'%3'),(4'%4"),(7'x 2"
), (4'x3), (3'%2))

X4 —(0, 0, 0,0, 0, 4) - 16
X5 —(0, 0,0, 0, 0, 5) - 10
X6 —(0, 0, 0,0, 0, 6) - 4

X7 —(0, 0,0, 0, 1, 0) - 28
X8 —(0, 0, 0,0, 1, 1) - 22
X9 —(0, 0, 0,0, 1, 2) - 16
X10—(0, 0, 0, 0, 1, 3) - 10
X11 (0,0, 0,0, 1, 4) - 4
X12-(0, 0, 0, 0, 2, 0) - 16
X13—(0, 0,0, 0, 2, 1) - 10
X14—(0, 0, 0, 1, 0, 0) - 26
X15-(0, 0, 0, 1, 0, 1) - 20
X16—(0, 0,0, 1, 0, 2) - 14
X17 (0,0, 0, 1, 0, 3) - 8
X18 —(0, 0,0, 1, 0, 4) - 2
X19-(0, 0,0, 1, 1, 0) - 14
X20 (0,0, 0, 1, 1, 1) - 8
X21-(0,0,0,1,1,2)-2
X22-(0, 0, 0, 2, 0, 0) - 12
X23-(0, 0,0, 2,0, 1) - 6

X24—(0, 0,0, 2,0, 2) - 0

X25-(0, 0, 0, 2, 1, 0) - 0

X26—(0, 0, 1, 0, 0, 0) - 24
X27—(0, 0, 1,0, 0, 1) - 18
X28-(0, 0, 1,0, 0, 2) 12

X29 (0,0, 1,0, 0, 3) - 6
X30 (0, 0, 1, 0, 0, 4) - 0
X31—(0, ) 12

|_\

ONI—‘OONI—‘OI—‘OI—‘O
e TN T T

w ©

N

N

01
0,1
0,0
0,0
, 0,0,
0,0
0,0
, 0, 1,
0,0
, 0,0,
, 0,0,
0,1

OOOOO_OOOI\)I\)I—‘I—‘

OO@

6'x6' Sheet
(4'x4"), (4'x3"), (3'x2"

Y1 —(0, 0, 1) - 30
Y2 —(0, 0, 2) - 24
Y3 (0, 0, 3) - 18
Y4 (0, 0, 4) - 12
Y5 —(0, 0, 5) - 6
Y6 —(0, 0, 6) - 0
Y7 —(0, 1, 0) - 24
Y8 —(0, 1,1) - 18
Y9 (0, 1,2) - 12
Y10 —(0, 1, 3) - 6
Y11 —(0, 2, 0) - 12
Y12 (0,2, 1) -6
Y13 (0,2,2) -0
Y14 —(1, 0, 0) - 20
Y15 (1, 0, 1) - 14

Y16 —(1, 0, 2)- 8
Y17 —(1,0, 3) -

4'x3' Sheet
(4x3), (3x2)

71 (0, 1) - 6
72 (1, 0) -

Wooden bars - 2"x2"x5'
(2"x2"x2), (2"x2"x1")

P1-(0,1)-4
P2-(0,2)-3
P3—(0, 3)-2
P4-(0,4)-1
P5-(0,5)-0
P6—(1,0)-3
P7—(1,1)-2
P8—(1,2)-1
P9—(1,3)-0
P10—-(2,0)-1
P11-(2,1)-0

Wooden bars - 2"x4"x5'
(2'x4"x5), (2"%4"x2')

Q1-(0,1) -3
Q2-(0,2) -1
Q3—(1,0)-0

We formulated the Integer program using the follaywariables.

e, ; = the error of the pattern that corresponds; to
e,; = the error of the pattern that correspondg to
e3 ;= the error of the pattern that corresponds to
e,;= the error of the pattern that corresponds; to
es ;= the error of the pattern that correspondsg; to

Therefore, the objective function is to:

MinimizeZ = ¥, e1; x; + Y€y, i + i€z zi + Xies; Pi + Xies; q;
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The constraints cagspond to the following tak:

Dimensions | Covered | Open | Cupboard | Small Large Chair | Rack | Almirahs | Large Computer | Total
box (40) | box(30) | (20) table(20) | table(21) | (33) | (19) | (10) desk(43) | table(23} | pieces

T'xd! 4740) 3730) | 3020 1021} 1710} 341
1'%3 1420} 3(19) | 3(10) 1743} 1425} 175

é 44! 2740) 20301 | 2¢20) 180
a2 |7 2120} 2(10} 1425} 85
43" 2(10} 20
32 2(33) 2(43) 4(23) 252
2"x2"x1" 4733) 132
.'g 2"x2"x2 4420} 80
p | 24D 421) 84
2"x4"x5 4(19) 76

Table 2: Constraints
The Integer Progrartinat was formulated is given below:

Min Z = 34xq + 28xy + 22x3 + 16x, + 10x5 + 4x¢g + 28x5; + 22x5 + 16x9
+ 10x19 + 4x11 + 16x15 + 10x13 + 26x14 + 20x45 + 14x44 + 8x47
+ 2x1g + 14x19 + 8x5¢ + 2x51 + 12x55 + 6X53 + 0x54 + 0xy5
+ 24x5¢ + 18x57 + 12x55 + 6X99 + Ox3¢ + 12x37 + 6X35 + 8x33
+ 2x34 + 19x35 + 13x35 + 7x37 + 7x3g + 12X39 + 6x40 + 0x44
+ 0x4, + 30y, + 24y, + 18y + 12y, + 6y5 + 0y, + 24y, + 18yq
+ 12y9 + 6y10 + 1211 + 6y12 + 0y13 + 20y14 + 14y;5 + 8yy6
+ 2y17 + 621 + 0z, + 4p; + 3p, + 2p3 +py + Ops + 3pe + 2p; + pg
+ 0pg + P10 + 0p11 + 391 + q2 + 0g3

Subject to

X390 + X40 + X471 + X4 = 341 (Number of 7'x4' wooden pieces)

X35 + X3¢ + X37 + x3g = 175 (Number of 7'x3' wooden pieces)

X6 + X27 + Xog + Xp9 + X30 + X310 + X32 + 2X33 + 2X34 + Y14 + V15 + V16 T V17 =
180 (Number of 4'x4' wooden piece:

X14 + X155 + X1 + X17 + X1g + X190 + X0 + X1 + 2X95 + 253 + 2x54 + 2%,5 = 85
(Number of 7'x2" wooden piece

X7+ Xg + Xg + X109 + X11 + 2x13 + 2X13 + X9 + Xg9 + X317 + X35 + X371 + X35 + X35 +
X472 + Y7 + Vs + Yo + V1o + 2)’11 + 2y12 + 2y13 + Zy = 20 (Number Of 4x3' WOOden
pieces)

X1 + 2%y + 3x3 + 4x, + 5x5 + 6xg + xg + 2X9 + 3x19 + 4X11 + X413 + X5 + 2X16 +
3x17 +4x18 + X0 + 2X3q + Xo3 + 2X54 + X57 + 2X08 + 3X59 + 4X3¢ + X35 + X34 +

X3¢ + 2X37 + x40 + 2X41 + y1 + 2y, + 3y3 + 4ys + 5y5 + 6y + yg + 29 + 3y10 +
Y12 + 2Y13 + Y15 + 2¥16 + 3y17 + 2, = 252 (Number of 3'X' wooden piece:

D6 + Py + g + Do + 2p1p + 2p11 = 80 (Number of 2"'x2"x2'wooden pieces of rod
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P1t 2p2 + 3p3 + 4ps + 5ps + p7 + 2pg + 3pg + pyy = 132
(Number of 2"x2"x1'wooden pieces of rods)

gz = 76(Number of 2"x4"x5'wooden pieces of rods)
q1 + 2q, = 84 (Number of 2"x4"x2'wooden pieces of rods)

x; = 0 for all i and x;s are integers
yi =0 for alli and y|s are integers
z; 2 0 for all i and z|s are integers
p; = 0 for all i and p;s are integers
q; = 0 for all i and q;s are integers

The optimal solution of the integer program wasegated using a Lingo package. Note
that the minimum error for the order that was reegiwas 6960ft

4. Development of the website

To obtain the order request of MTW customers anddtify the customers of the final
decisions regarding the order details, we develapeynamic website using an Avata
theme.
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