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Abstract. It is difficult to determine the direction of theation of the image with less
time to analyze the series of images taken in #meta movement at a lower resolution.
In this paper, a method of L-K optical flow and Sdrner detection is proposed to study
the motion direction of the field of view in the @mge sequence. On this basis, the
weighted least squares method is used to furtltkrceethe error. At the same time, the
model is extended from two-dimensional to threeadisional space, so that the model is
more universal.

Keywords: Sparse L-K optical flow method; weighted leastasgs method; S-T corner
detection; image motion direction detection

1. Introduction

The key problem is to judge the moving directioramalyzing a series of image captured
in the slow-moving camera with less time at a lowesolution. Paper gray scale
processing [1], L-K optical flow method [2], ST o@r detection methods [3] were used
in this paper to study the image sequence visiea gr direction of motion.

First of all, shoot a picture at each certain tinterval, using Photoshop software to
down these pictures’ resolution to 32*64, to sineilldhe low-resolution image in
shooting equipment. Because only considering iheorhonochrome images, then turn
those pictures into grayscale pattern, thus theageebrightness was replaced by the
grayscale value. The value of each pixel in thegienia grayscale values for each lattice.

Second, given camera in slow movement this featueegstablish a method model
based on gradient of L-K light flow, on all adjate two frame pictures for calculation
obtained light flow field, light flow field insteadf playground, judge figure in the all
objects of overall movement direction, take itsi-direction that for vision regional of
movement direction, on all light flow field for oday judge out vision regional overall
of movement direction [4]. In order to increase fecision, weighted least squares was
introduced [5], using the weighting function of thigginal weighted operation.

Then further optimized the model, using sparse apiical flow algorithms [6], S-T
corner detection method to find the vector matrdaracteristic value larger corner,
corner only for further testing and analysis, tladcalation is more efficient, reduced
feedback time, realize real-time analysis possjbhligment is more precise.
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Finally, putting forward a model based on 3D motamd structure estimation of
continuous optical flow, and | generalize the madidein 2D to 3D. But it will greatly
increase the calculation time to analyze the 3D impwf objects detailedly. So this
paper only contain the method to realize the mbdetoes not contain case analysis and
further discussion .

2. Grayscale processing

For the sake of simplicity, only the monochrome ging is assumed and the resolution
of the imaging is assumed to be 32 x 64. The colglti-frame picture pixels taken from
the video are adjusted to 32 x 64 by using prograngraeoftware or image processing
software and converted to gray Degree image.

Using Photoshop software and MATLAB software candiectly processed to
achieve the image of the gray-scale conversion shnwigure 1. The goal of converting
to a grayscale image is to replace the luminancanmeith its gray scale value in
monochrome imaging, making further calculationsker and faster.

Figure 1: the n-1th picture the nth picture
3. Establishment of optical flow model
3.1.Optical flow method
An optical flow is a movement pattern that refershte apparent movement of an object,
surface, and edge formed by an observer (such asyan a camera, etc.) and a
background in a perspective. Optical flow techngloguch as motion detection and
image segmentation, time collision, motion comp&aracoding, three-dimensional
parallax, are the use of this edge or surface memtof the technology. The optical flow
is the instantaneous velocity of the pixel motidntlee space moving object on the
observed imaging plane. The study of the optieadfis to use the time domain variation
and correlation of the pixel intensity in the imaggguence to determine the motion of
the respective pixel position, the relationshipwestn the change of time and the
structure of the object and its movement in theece

The movement of the camera causes the image to ipetion, and the optical flow
expresses the change of the image, since it cantiadnmotion information of the image
and can therefore be used to determine the moventfettie target. Under normal
circumstances, the optical flow from the camera emoent, the scene of the target
movement or the joint movement of the two.
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Figure 2: the relationship between the movement field aedoittical flow field

The movement field is the movement of the objectha three-dimensional real
world; the optical flow field is the projection ¢iie playground on the two-dimensional
image plane. The instantaneous two-dimensional citgldfield contains important
information about the depth, curvature and oriémadf the visible surface of the object,
and the relative motion between the object andémsor system in the scene.

The premise of the optical flow is assumed to be:

(1) Constant brightness: The brightness betweetad} frames is constant;

(2) Small movement: The frame time of the next giflmme is continuous, that is,
the motion of objects between adjacent framesng";t

(3) Spatial consistency: To maintain spatial cdamsisy; That is, the same sub-image
pixels have the same movement;

Assuming that the gray value of the point on thagmat time t iéX, y,z,t), the
gray value (X y,zt) , at time t+At , this movement is reached
(x+0x,y+0dy,z+0z), and the corresponding gray value is
| (x+0X%,y+03y,z+05z), which is assumed to be equal (&, Y, z,t) :
1(x,y,z,t) =1 (X+0X,y+9dy,z+ 0z t+7Jt)

(.. 2) |
O\displacemen = (Gx, 8y, 0)
0
(x +dx, v + dy.2)

H{x,y.2) I(x + dx, y + 8y.2)

Figure 3: pixel displacement diagram

Assuming that the field of view movement is slovd dine motion amplitude is small
enough, the Taylor model of the image constraingéqgn is finally developed,
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I (X+ OX, y+5y z+0z,t+4ot)=
ol ol ol

I (X, y,zt)+—5x+ oy+—0z+—ot+HOT.
0x ay 0z ot

Since the move is small enough to ignore the seaoddhigher order (H.O.T) terms,
we can get from this equation:

6_I5+6_I5y+6_I5+6_I5t 0o aldx 6I5y 6I52 al Jt _
0X oy 0z ot ax 3t 6y ot az 5t 6t o

This is recorded as:

dx
u(x, y,z,t):a

v(X,Y,z,t)= dt

(But cannot accurately determine the componenhefaptical flow in the vertical
direction of the gradient, the following will be geted on the z), so that the gradient of a
certain direction, with a first-order differencesiead of the light flow in the horizontal
direction, First order differential, to get the iopt flow constraint equation:

Lu+l v+l =0

ol ol ol -
where |, Z&JY :a_y’ ¢ :E’ write the gradient form ag| T W+, =0-

Since the optical flow fieldJ = (u,v)" has two variables, and only one of the basic

constraint equations can only find the value of dptical flow field along the gradient
direction, it is an ill-posed problem to solve thgtical flow field from the basic optical
flow equation. Constraints, which is the so-calleptical flow algorithm aperture
problem. Then to find the optical flow vector wikked another set of solutions.

Write the above formula as a matrix multiplicatiarthe form:

u

[, |y]M:—|t
3.2.L-K optical flow method
Optical flow algorithm has a variety of: such asSHeptical flow algorithm, PryLK-
pyramid optical flow algorithm, BM block matchingtical flow algorithm. The most
commonly used optical flow method is Lucas-Kanaptécal flow method, which is used
in the calculation of a short time and wide ran§@gplications, so this paper uses L-K
optical flow algorithm to calculate the optical Midfield. In 1981, Lucas and Kanade
proposed a first-order local L-K optical flow methf¥]. The LK optical flow algorithm
is an optical flow estimation algorithm based oadient localized two-frame difference.
The algorithm assumes that the optical flow ve&aronstant in the neighborhood of a
spatial dimensiom\ and then uses the weighted least squares methesdtitnate the
optical flow, It calculates the position of eaclgdiin the picture between two frames at

time t tot Ot Since it is based on the Taylor series of imdgaads, this method is
called a difference, which is the use of partiativdgives for spatial and temporal
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coordinates.
Assuming that the pixel stream is consistent imalswindow of size m * m (m> 1),
then the following set of equations can be obtaineah pixels 1 ...n,n=m " 2:

Ixlux +|ley :_ltl

LU, 1, U, ==,

y2

LU +1 U

XN X yn—y = _I
It can be seen that the pixel is 32 * 64. Thiseysis clearly an overdetermined
equation, that is to say there is redundancy irsylséem. The equations can be further
expressed as:

tn

x1 yl _Itl

|><2 Iy2 |:ij| _|12
: u,| | :

Ixn yn _Itn

Referred to asay = —b
Using the least squares method to solve this otemdéned equation, there are:

AT Av = AT (-b)
or

v =(ATA) AT (-h)

we can get :UX = 21 2 bl |2l
Uy leilyi ZI; _zl)’ilti
where the summation is from 1 to n.

This means that looking for optical flow can be suma up by the reciprocal of the
images on three dimensions, but we also need ahtveigction
W(i, j,k),i, j,kO[1,m]to highlight the coordinates of the center of thedaw.

The lack of this algorithm is that it cannot prodwc very high density flow vector,
for example, in the movement of the edge and thekbdlarge homogeneous region of the
small mobile information flow will soon fade, it $idhe advantage of the presence of
noise Stick is still good.

Using the MATLAB software, we get the velocity vecof the pixels between two
images, which can be roughly moved in the directbrthe arrow, that is, the camera
moves in the opposite direction.

Since the two frames are not enough to reflectehésituation of the motion of the
object, we will use the LK optical flow method talculate the multi-frame images in the
video for a period of time. Finally, the result® auperimposed and the results can be
seen. The direction of the optical flow field veti® more consistent, the vector obtained
between the two frames is a bit messy, it is dleat the results obtained after the merger
more intuitive and accurate.
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3.3.Weighted least squares method
In the L-K algorithm based on the use of weightakst squares method to further reduce

the error [8], the specific steps are as follovessider a poin(X, y), Build around it
N =n*n of the field A, And assuming an optical flowd = (u,v)" In the field A
remain unchanged. For each pixel value in the domaive can establish a constraint
equation for it, then there a¥g optical flow constraint equations in the domaingeven
the Kth pixel constraint equation is:

| M+1,v+1, =0

2
Our goal s to minimize Z):u/\ (O Y)W +1,)" by least squares method.
X,y

The light flow constraint for each pixel in the gleborhood is the same for the
objective function. In order to improve the accyraé the optical flow estimation and
reduce the error, we use the weighted least squamethod to estimate the two
components of the optical flow. The weighting egumatfor the pixel point of the
neighborhood is given a higher weight, and the mwghood of the neighborhood has a
smaller weight, that is, minimizing the target:

D W y)OH(x,y)U +1,)?

(x,y)OA
where W is the window function, has a higher vadtiehe center of the neighborhood,
and the edge point has a smaller value. Expressedirices

A'WAU = A'W [b
among them, W =diag[W(x;, ¥,),W (X, ¥,),--. W Xy ¥, )],
Az[DI(Xp y1)1---’DI (XN BN )]T , b= _[It(xl’ yl)""’lt (XN N )]o

D WY D W)L,

ATWA: (x,y)OA (x,y)EA
DLW YL, D WXy
(x,y)OA (x,y)aA

It is a 2 * 2 matrix, when it is reversible, canddesed solution:
U =(A'WA)"AWb.

In this way, the confidence of the optical flow cha estimated. Assuming the
eigenvalue of A"WA is A, 2A,, when A,>7 ( T is the threshold set ,use
U =(A'WA)"A'Wb to estimate light flow is reliable. Based on tihewee statement, it

is necessary to extract the pixels with large eiglres in the image, and then use the LK
algorithm to calculate the optical flow of thesexgds, which will greatly reduce the
judgment time. The image processed by the weighgast squares method can more
clearly judge the direction of the trajectory.

4. Optimization of L - K optical flow algorithm
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Through the above analysis, you can take a spats=abflow algorithm, do not need to
calculate the optical flow of each pixel, the algon can save time. It contains two
processes. First, the pixels with larger eigenainethe extracted image are the same.
The principle is the same as the corner detectiethod. Therefore, the process can use
the corner detection algorithm Shi-Tomasi to detleetcorner points. Second, the optical
flow is calculated using the L-K method at the agted corners

4.1.Shi-Tomasi corner detection

Shi-Tomasi corner detection algorithm is an improgat of Harris corner detectiéh
algorithm. Corner point is a local feature poirttthee corner, the gray scale of the first
derivative is the local maximum, the gray scal¢hefimage in all directions have

changed [9]. Let the image get grhfX, y) at point(X, y). Create an* n window A
centered on that point, move the winddw, Ay] , the resulting gray scale is changed
E(AX, Ay) as the following formula:
2
E(Ax,Ay)= D WX, Y)[I (X+4%,y+Ay) =1 (X,Y)]
(x.y)oA

For tiny translations, to carry odi{ X+ AX, y + Ay) Taylor expansion and ignore

second and above items, brought into the formutevels

E(AXAy) =8¢ > WX, Y2 +20xAy > WX,y I, +ay* > Wyl

(xy)OA (xy)OA (x,y)EA
where |, and |, represent the partial derivative of the image graje in the direction
X and the directiory , and write the above formula as a matrix:

E(Ax,Ay) =[Ax, Ay]M {AX}
Ay

M is an2*2 matrix,

> WOGYIE D, Wy,

— (x,y)OA (x,y)OA
DWE YL, D WXy
(x,y)OA (x,y)EA

Whether the pixe(X, y) is the corner is through the matii® to judge. At first,
the Harris algorithm subtracts the determinanthef matrixM 's determinant and the
difference from the pre-given threshold to obtdie torner point. In this paper, Shi-
Tomasi algorithm is used to select the appropnételow size and window function,
calculate the matritM corresponding to each pixel and its eigenvalued,then set the
corresponding threshold to extract the cornerkénmage.

4.2.Calculate the optical flow at the corner

Using the Shi-Tomasi corner detection algorithnextract the corners of the image, the
L-K algorithm described above is used to calcuthte optical flow at the corner. From
the above two algorithms can be derived from thiecfple of deduction, if the corner
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detection and L-K optical flow calculation to sel¢ise same window size and window
function, so M = ATWA , This is not necessary to calculate the optical flow

M = A"WA, The use of corner detection process to calctl&enatrix M to calculate
the optical flow, which will greatly save the algbhm running time. Therefore, when
calculating the optical flow at the corner, theestééd window size and window function
are consistent with the corner detection algoritiimd since the two eigenvalues at the
corners are greater than 0, the matrix M is relsisoU = M *A"Wb -

5. Mode promaotion

Since the model established in this paper is sfiadlas the motion direction detection of
the two-dimensional plane, the method of extending three-dimensional motion is
given, but it is not well studied.

In the optical flow method to increase the parametthat the vertical direction of
the vector component, when the camera moves tiefth@nd right at the same time while
moving to the left or right at the same time, theik be three-dimensional movement of
the situation. If you want to determine how an objer a camera is moving in three
dimensions, you're going to introduce a three-dsimral motion and structure
estimation model based on continuous light flow.

Three-dimensional motion estimation refers to eating the three-dimensional
motion parameters of the object from the two-dinmma image sequence and the three-
dimensional mechanism [10]. Specifically, assuna the object has a point M relative

to the camera coordinates from timg to time {,,, , the position from

(X yk’zk)tO(Xkﬂ’ yk+1’ Z..,) - Its projection on the two-dimensional image plane

is(X'k v y ). And then by analyzing the two-dimensional motiorestore the three-
+ k+1

dimensional movement of objects and objects ond#yph of interest points. There are
many algorithms for three-dimensional structurengetion, such as three-dimensional
structure from stereo vision, three-dimensionalicttire from motion recovery, three-
dimensional structure from light and dark, and 8o o

The three-dimensional motion estimation opticawflonethod is based on the
estimation of the optical flow field. The motiondastructure of the three-dimensional
object are estimated from the images of two steadwdplings or the projection. The
optical flow method requires a dense optical flaeldf, Match the obvious feature points.

The relative motion of the rigid body relative ttetobserver is represented in the
three-dimensional space coordinate system, whoggnois at the vertex of the
perspective projection, and the Z-axis directidiofes the center of the field of view. In
this coordinate system, the instantaneous motioth@frigid body is expressed by the

average velocity =(V, +V, +V,) and the rotation speef@ =(Q, +Q, +Q,) to
represent. The two-dimensional sequence imaget@naa from the object perspective
to the plane perpendicular to the Z axis, and ftfigiroof the image coordinate system
(X, ¥)In the position of the three-dimensional sp@$eY,Z)=(0,0,1), That is, the
image is located at the unit focal length ($e€ Lin the motion analysis of the practice).
For the movement of the observer, the relative argloof the spatial point P
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(position determined by vectﬁg) is:
X=-V+QxR)
In the Cartesian coordinate system, the rigid bibdge-dimensional motion can be
expressed as a three-dimensional rotation and-tineensional translation and that:
X =(RX+T) (1)
where: R is a 3 x 3 rotation matrix (can be exmdss different forms, such as
Cartesian coordinates of the Euler angle, anti-sgtrimmatrix, quaternion, etc.);

T= [T '|'2,'|'3]t is a three-dimensional translation vector;

)2 :[x ,Y,Z]t and )Z :[x',\(',z']t Respectively represent the coordinates of

an entity point at the momehtandt relative to the center of the rotor.

Equation (1) provides an expression for two instaabus three-dimensional
displacements, since the two instantaneous inteAalare close to zero, with

The infinitesimal Euler angles represent the rotatnatrix, and for the (1) type to
the limit, an expression of the three-dimensionatantaneous velocity can be obtained,

X 0 -Q,Q, X V,
Y [=1Q, 0 -Q||Y [+|V (2)
Z -Q, Q, 0 V4 Vv,
At each moment, the point P is projected onto therdinates of the image plane
p(x,y)=(X/1Z2,Y/Z), and

X XZ

U=X=——-———

Z ZZ7Z

Y YZ

V:y:_—__

Z ZZ7Z

By (2) finishing
—_ 2 VZ VX
u=[xyQ, —(1+x°)Q, +yQ, ] +[x—-~—
Z Z
v 3)

Y

V.
VI V)0 —xyQ, -xQ, ]+ Y Z — ]

The equations (3) are the Longuet-Higgins and prpauptical flow equatiort
From the relationship between the translation vglo®V/,,V,,V,)and the fractional

relationship of Z, we can see that the absolutke safethe depth Z is uncertain and if Z =
0, then Z cannot be determined. So translationaiomds a necessary condition for

discovering the structure.
The visible surface of the space object is repteseby a functionZ = f (X,Y)in
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the image center coordinate system. Assuming that surface is continuous and
differentiable, the Taylor series of the centratdlosurface around the optical axis is
expanded:

Z=2,+Z,X +ZYY+%ZXXX2+ZXYXY+%ZWY2+03(X,Y) (4)

Z,>0,Z, is the distance from the optical axis to the origiZ, ,Z, is the slope

relative to the X, Y axis{yy ,Z, ,Zyy are the curvatures, the last term is the high-order
item that can be fused. Equation (4) is represdoydcthage coordinates.

Z(0Y) = 2l Z X+ 2y + 24 2,y 422, O (6)
Substituting (5) into (3)

VvV, V 1 1
ux,y) =[x=2-X[1-Z,Xx-Z, y—-=Z X*-Z xy—-=Z.y*—-0.(x, y)] +
(xy)=[ z ZO][ X= LY =2 L WY 752y s(% )] ©)
[Xny _(1+X2)QY + sz]

Vv, V, 1 ) 1 )
v(x,y)=ly=—-=—I1-Z,x-2,y——2Z X" -2 Xy——2Z -0,(x, y)]+
(X y) [yzo Zo][ XX~ 2y =3 WY =52y 3(% )] @
[(1+ yz)Qx _XyQY _XQz]

Considering the optical flow field analytic struduas well as the surface

assumption is smooth (such as continuous and eliffetble), the image point velocity in
the image origin of a small neighborhood can besltged into Taylor series:

u(x, y) = U, +ux><+uyy+%uxyx2 +uxy><y+—;uxyy2 +05(X, Y) (8)

V(X y) =V, +Vx><+vyy+%vxy><2 +vxy><y+%vxyy2 +0,(X, Y) 9)

among themuy,,u,,v,,v, ,u,,u,u, v, Vv, vV, are the optical flow field partial

derivative O;(X, Y) is the higher order items that can be ignorednsidering (6),(7)
and (8),(9) two equations, compare the correspgnalider of the same order.
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u, =-V, -Q,

Vo =V, +Qy

u, =V,+V,Z,
v, =V, +V, Z,
u,=Q, +V,Z,
v, =-Q,+V, Z,

u, =-Z, +V.Z - 2Q, (10)
u, =-V,Z, +V,Z, +Q,
u, =V,Z,,

Vo =V, Z,,

v, =V,Z, +V,Z, - Q,

v, =-N,Z, +V,Z, +2Q,

This formula was originally proposed by Longuet-flits and Prazdny [1980],
which also leads to a higher partial derivativetha optical flow, but in general it takes
the second order. There are only 11 unknowns il2hequations of equation (10). These
12 equations are collectively referred to as tleplent equation. Of the 12 nonlinear
equations of the image flow equation, 11 unknowrmnsist of 5 structural

parameters(Slop&,,Z, and the relative curvaturé,,Z,,,Z, > and 6 motion

parametersRotate parameter®,, Q. ,Q, and 3 ratio translation sped,V,,V, ).

Although the equations are in general terms, ineg@n solutions are unique, but
because of the non-linearity of equations, in socases, multiple solutions will
inevitably arise.

The sequence of motion analysis based on optmal i§:

(1) Calculate the optical flow first

(2) Calculate the three-dimensional motion andcstine from the optical flow.

In the first step, it is impossible to calculatetla same time(u, v) , But only in the

direction of the grayscale gradient, / If + Iy2 , It is necessary to add a variety of

different optical flow restrictions, such as thetio@ flow smoothness and so on. The
second step is to solve a nonlinear system of emsatAnd finally get a three-
dimensional movement of the object state. If yoe thés method to explore the direction
of movement of objects or cameras, the speed ofilzgion will be reduced. We cannot
meet the instantaneous transmission of informasonhere only gives the principle of
the model and do not carry out case analysis amty.st
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