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Abstract. In this paper, we consider a class of variatiorahivariational inequality
problems with constraints in a reflexive Banachcspa his inequality problem involves
two nonlinear operators and two nondifferentiablectionals. We introduce the penalty
parameter and the penalty operator and changaitta problem into the penalty one, and
then use the generalized penalty method to pravesistence result of the solution to the
objective inequality.
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1. Introduction

It is very important for us to study contact prab&e which are always described by
variational or hemivariational inequalities that asually arisen in Mechanics, Physics and
Engineering for contact processes are very comrhengmenons both in life and industry.
The theories of variational inequalities, which alwe arguments of monotonicity and
convexity that including properties of the subdiffetial of a convex function, were firstly
studied in the sixties and have been widely dewslopince then, cf. ([1]-[6]). The
conception of hemivariational inequalities haverbé@droduced in the early 1980s by
Panagiotopoulos’ pioneering works. The studieshif tlass of inequalities are usually
based on properties of the subdifferential in thiese of Clarke and defined for locally
Lipschitz functions which may be nonconvex, cf]{2]).

Recently, variational-hemivariational inequalittesve been studied by more and
more researchers. This class of inequalities ire@both convex and nonconvex functions,
see ([13]-[19]). Our main in this paper is to prise generalized penalty method in the
study of a class of variational-hemivariationalgoelity. The penalty method is effective
in the numerical solution of constrained probleltis.a useful tool in proving the existence
of the solution to constrained problems, see ([2@]). And the generalized penalty
method is the generalization of the penalty metkfd[23,24]). The penalty method has
also been used to research the history-dependeriational or hemivariational
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inequalities, in which convergence of the penalgghod is shown as the penalty parameter
goes to zero.

The rest of the paper is organized as follows.dntiBn 2, we recall some basic notions
and definitions. In Section 3, we introduce a ct#sgariational-hemivariational inequality,
and prove the existence result through the geredapenalty method.

2. Preliminaries
In this section, we recall some definitions andiuttsswe need in this paper. More details
can be found in the references [25].

For a normed spadg we denote by~ its topological dual. We use the notations
lI-lly andll-|ly- for the norms of the spac¥sandV*, respectively(-, )y-xyv represents the
dual pairing betweel™ andV. Also, the symbols> and— stand for the strong and weak
convergence in various spaces, respectively.

We shall consider single-valued operadoV — V*. The following definitions
hold.

Definition 1. Anoperator A:V - V* iscalled pseudomonotone, if it isbounded and u,, —
u in V together with limsup{Au,, u, —u) < 0 imply (Au,u — v) < liminf(Au,, u, —
n—oo

v) forall uev.

Proposition 1. For areflexive Banach space V, the following statements hol d.

(a) If the operator A:V — V* is bounded, demicontinous and monotone, then 4 is
pseudomonotone.

(b) If A,B:V > V* are pseudomonotone operators, then the sum A+ B:V > V™ is
pseudomonotone.

Definition 2. For a locally Lipschtz function j:V — R, we denote by j°(u;v) the
generalized (Clarke) directioanal derivative of j at the point u € Vin the directionv € V
defined by

+ Av) —
folu;v) = Iimsupf(y v) f(Y).
y-u, ANO A
The generalized gradient or subdifferential of f at u, denoted by df (u), is a subset of the
dual space V* given by af (u) = {£€ € V*|f°(u; v) = (&, V)yr«y, YV E V]

Proposition 2. Let V be a real Banach Space, f: V — R be a locally Lipschitz function.
For all (u,v) e VxV,(u,v,) € VxVsuch that (u,,v,) - (u,v) inV xV, we have

limsupf®(u,; v,) < £O(u; v).

3. The main result

Let 2 be an open bounded subseRdfwith boundaryp2 which is Lipschitz continuous.
I' be a measurable subsetdsf. We denote bx a generic point il andm(I") the
(d — 1) dimensional measure 6f Given an integes > 0. We use notatioN for a closed
subset ofH!(2; R®), whereH = L?(2; RS). We denotey:V — L?(I'; R®) the trace
operator]l y Il the norm in the spac(é’, L*(T; RS)). (V,H, V") forms evolution triple of
spaces and the embeddiVig= H is compact, an& is a subset o¥. Given operators
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A:V - V*, functionse, j: I’ X R® and a functionaf: V - R, we consider the following
problem.
Problen{P). Find an element € K such that

(Au,v—u)+f<p(yv)—<p(yu)df+fj° (yw;yv—yw)dl' =2 ({f,v—u) VveK
r r

We introduce the following hypotheses.
H(K): K is a nonempty, closed and convex subsat of
H(A):A:V > V*is
(a) pseudomonotone and there exists 0 such thatAv, v)y-xy = a llvily- VVEYV;
(b) strongly monotone, i.e., there existg > 0 such that
(Avy —Avy, vy —Vo)yewy 2my lvy — v Iy Vv, v, EV.
H(p):@:T X RS - R is such that
(a) (-, &) is measurable ofi for all £ € RS and there exist8 € L2(I'; R®) such that
o(e()) € L2(D);
(b) ¢(x,") is convex for a.x € T;
(c) there exists,, > 0 such that for al§;, &, € R®,

| o(x,61) — 9, &)1 < Ly |16 — &l| s 28X ET.
H(j):j: T X R is such that
(@) j(-, &) is measurable ofi for all £ € RS and there exists € L?(I'; RS) such that
j(e()) € L2(I);
(b) j(x,) is locally Lipschitz orR® forx € I';
©) 19jx,8) lgs<cog+cy Il € llgs fora.ex e, forallé € I' with ¢y, c; = 0;
) O &6 —E) + 0% &6 — &) S BN E —& s for aexeTl, all §,&, €
RS with 8 = 0;
(e) jo>x,&—8) <d(1+ll & llgs) forall§ € RS a.ex € I' withd > 0.
H(f):f e V™.
H(s):B Iy IIP< my.

Note that ProbleifP) is governed by a set of constraiRtsTherefore, it is useful
to approximate it by a penalty method. Here weoithtice the following generalized penalty
problem.

Problen{p,). Find an elemeni,, € V such that

1
(g, v = ) + 7 (Bt v =)+ [ 9 O9) = pCrup)dr
n r

+f]'0 (yu;yv—yu)dlr =2(f,v—u,) VvEeV.
r

(3.1)
For the study, we introduce the following assumpio
H(A,):
(a) A, > 0foralln € N;
(b) A,, » 0 asn — oo.
H(P,): B,:V — V* is bounded, demicontinuous, monotone and coefoivall n € N.
(H,): For eachv € K, there exists a sequenjag,} c V such thaP,v,, = Oy- for eachn €
N andv,, - v € Vasn - co.
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(H,): There exists an operatBrV — V* such that
(a) for any sequencfu,,} satisfyingu,, = u € V and limsugpP,u,,, u,, — u) we have
liminf(B,u,,u,, —v) = (Pu,u—v) forall vev.
n—-oo
(b) Pu = Oy~ if and only ifu € K.
(H;3): For each sequencés, }, {v,,} satisfyingu,, =~ u € V,v,, - v €V, then
(@) limsup, . (e(rvy) — o(yuy,)) < (yv) — p(yuw);
(b) limsup, _, .j° (Yup; yvn, — yu,) < j(yu; yv — yu).

Theorem 1 Assume H(A), H(p), H(j), H(f), H(s), H(1,))(a) and H(P,). Then Problem
(P,) hasaunique solutionu € V.
Proof:.. Let n € N. AssumptionsH (4,), H(P,) and Proposition ((a) imply that the

operatorliPn:VeV* is pseudomonotone. Assumpti®éf(A) on the operatod and
Proposition 1(b) shows that the operatat,:V — V* defined byA, = A +iPn is
pseudomonotone, too. From tiRgtis monotone and,, > 0, using assumptioHd (A4) we
deduce thatl,, is strongly monotone with constan,. We can conclude from above that

the operaton,, satisfies conditio/ (4), too. Similar to the, we can prove that Problem
(B,) has a unique solutian,. O

Theorem 2 Assume H(A),H(¢),H(j),H(f),H(s), H(1,,), H(B,), (Hy), (H,) and (H3).
Then Problem(P) has a solution.

Proof. We prove this theorem in the following severapste

Sepl. The sequencéu,} is bounded. Lev € K. Assume thak € N is fixed, then
assumption$l (j)(c), H(j)(d), (H,) andProposition Zguarantee that

ij ()/lln; YVn — )/lln)dr
r

IA

f GOun; yvn — yup) + jo(yvi; yu, —yvy,)) dl — f JO (yvp; yu, —yvyp)dr
r r

IA

8 f Iy — yv 125 dI + f Imax(d; yu, — yvl dr,
r r

where(,, € dj(yv,). Therefore,
JpJ° U yvn = yup)dl < By 121wy = vy 1§+ (com(@) + ey Ly D Ty Iuy, —

On the other hand, we ug&f)(a) andH (¢)(a) to see that
Jr® rv) — o(yun)dl < Ly Iy Il up = vy lly- (3.3)

Next, we test wittv = u,, € V in (3.1.) and take into account the fact tAat,, = Oy- and
hypothesegi (A), (H,) andH(B,) to see that
1
my I U, =V "\2/S (Avn' Vp — un) + /1_<Pnun - ann' Vp — un)
n
+ [0 (rvn) — @(yup)dl + [ j° (Yup; yvy — yup)dl + (f, uy, — vy,)
<A{f —Avpuy = V) + Lo (yv) — e(yu)dl + [ j° (Yun; yv, — yuy)dr.
By virtue of (3.2) and (3.3), we find that
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2
my lu, — vy lly  <IAvy — f lly=ll uy — vy llv+ Lo Tyl uy, — vy lly

+B 1y 121wy — vy 5+ (com(T) +c Ly D 1y I uy — vy lly.
Therefore,

(ma—=B Uy IP) luy—vy lySNAV, = f lly+ Ly Iy I +(comT) +co ly D Iy Il
We use(H,) to see thafv,} is bounded. CombinE(A)(a), H(f) andH(s), we know
that there exists a positive const@rguch thatu,, — v, I< C, i.e.,{u,} is bounded iV.
SinceV is reflexive Banach space, then there exists amahtli € V such that, the
subsequence ¢f,, }, we also presented lju,,}, converges weakly ta. i.e.,

u, ~uev. (3.4)
Sep 2.1 € K. We use (3.1) to see that

1
A—(Pnun, u,—v) <(Au, —Av,v—u,)+{(Av—f,v—u,)
n

+f<P()’V) —<p(yun)df+fj° (yup; yv —yuy)dr.
r r
FromH(A), we know tha#l is monotone, then
1
,1_<P”u”’ u, —Vv) <IAv—fllyllu, —viyt Ly llylllu,—vliy
n
+(com@) +cy Ly D My Illhay, — vy
We now use the boundednesgw{} to see that, there exists a positive congstatt)
depend orv such that
1
A_(Pnun: U, — V) < Cl(v)-
n
We useH (4,,) to see that
limsup(P,u,, u, —v) <0. 8B

n—oo

Letv=1u € Vin (3.5), we get
limsup(P,u,, u,, — ) < 0. .&B

n—-oo

Then, using (3.4), (3.6) ar(d/,)(a), we have

",?licf'of(P"“n’ u,—v)=>(Pu,ii—v) foral vev. (3.7)
The inequalities (3.5) and (3.7) together implyt#Pi,ii —v) <0 VveV. Letv=
ii—w,vw €V, we havgPli,w) = 0,w € V. Thus,Pui = 0, and by(H,)(b), 1 € K.
Sep3. 1 € K is a solution to ProblefR). Letv be a given element M. From(H,), we
have that for eact € K, there exists a sequengg,} c V such thaf,v,, = Oy- for each
n € N. Then, lev = v,, in (3.1), we have

1
(Auy,uy, —vy) < /1_<Pnun — Py, Vi — ) + f‘l) (yvn) — o(yuy)dr
n r

+ f]o YU ¥V — yup)dl +(f,u, — vy).
r
UsingH(PB,), we infer that
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(Aun; U, — vn) < (f; u, — vn) + fgo (an) - (p(yun)dF
r

+ f]O ()/lln; YVn — yun)dF.
r

(3.8)
Then, using (34) and assumptidis,) (a), (H;) we find that
imsup | ¢ () = prudr < | msup(p(rv) - pCru)dr
n—-oo r r n-ooo
< [ ¢ o) - o0mar.
r
(3.9)
limsup | j° (yu; yvy, —yu)dlr < | limsupj®(yu,; yv, — yu,)dr
n—-oo r r n—oo
< fjo (yu; yv — y@)dr.
r
(3.10)
Moreover,
limsup(f, u,, — v,,) = (f, & — v). (3.11)

n—co

From (3.8)-(3.11), we have that
limsupldu,, u, —v,) < f(p (yv) — p(yu)dr + fjo (yu;yv —yw)dr + (f,d —v).

n—-oo r r

(3.12)
Next,H(A), (Hy),(3.4)and imply that4u,,,v —u,) = 0, asn — o. Hence, writing
(Au,,u, — v,) = (Au,, u, — V) + (Au,, v —uy,).
We deduce that
limsup{Au,, u, — v,,) = limsup{Au,, u,, — v).
n—-oo n—-oo
This inequality combine with inequality (3.12) sl
limsup{du,,u, —v) < f(p (yv) —e(yu)dr + fjo (YU; yv —yw)dr + (f,u —v).
r r

n—oo
(3.13)
for all v € K. Now, choosiny = 1 € K in (3.13) and usingroposition Ave obtain that
limsup{Au,,u,, — ) < 0.

n—oo

This inequality together with (3.4) ang:finition 1lead
",’J“Q”A“n' u, —v) = (AU, —v). (3.14)

for all v € V. We use (3.13) and (3.14) to see that
AT =) < [ 9Ov) - pGRAr + | 10 Gy - yr + (£, - v).
r r
for all v € K. This meandi is a solution to Proble(®), i.e.,i = u. O
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