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Abgract. In this paper, a rough set attribute model ishtistaed based on rough set
theory. Through data discretization, attribute tidun, and calculate the degree of
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1. Introduction
It well known that the mathematics course is thestmioindamental subject for the
students whether they are in a college, a high dcho an elementary school. An
eternal theme of the mathematical education, eslheéor middle school students is that
how to improve the mathematical academic achievémen

Xiufen [1] put forward in “An empirical research dmproving the academic
achievements of junior middle school students wwitdithematics learning difficulties in
rural areas”, to help students establish correghemaatics achievement goals. In the
process of students learning, the author asks msiside take the mastery goal as the
process goal of learning, and the achievement go#he end goal of learning. Yueyuan
[2] et al. proposed in “The Influence Path of Higthool Students' Mathematics
Achievement under High-efficiency Mathematics Leéagh, because mathematics
learning performance is mainly affected by two patine path is the path composed of
intellectual factors and mathematical literacy. &ew path is a mathematical
meta-cognitive, non-intelligence factors affectingthematics and mathematics learning
strategies constitute the path. Therefore, diffepaths can be selected according to the
different learning characteristics of students tmprove mathematics learning
performance from many aspects. Haibo [3] and othet$orward the application level of
eight learning strategies in the article “The frielaship between learning interest,
self-efficacy, learning strategies and performabased on Kolb learning style of junior
high school mathematics learning”. They believeat thhathematical learning strategies
contributed 17% to math achievement, and there stifisa lot of space for further
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exploration to play the role of learning strategiesmath learning. All of the above
positive studies are to observe changes in perfoceny changing learning methods and
learning strategies, so as to find ways to imprasademic performance. Commonly used
methods for data processing and mining are basezhmple questionnaires and simple
data statistics [4,5]. This method is relativelyngile and cannot dig deeper into the
relationship between data. There is also probglstatistical analysis [6-8], This requires
some additional data or prior knowledge. Howeuds knowledge is not easy to obtain,
the indicator system is too cumbersome, and matgy a@ difficult to collect, so it is
difficult to promote and apply.

This article changes the way of thinking. It analyzthe students' academic
performance from the reverse direction, and filxdsitportance of each question type in
the math test paper, that is, the impact of eaéstipn type on the total score. This helps
students find their own learning method, scierdific arrange study energy and exam
time, which is conducive to the key teaching otteas. It has a great effect on students,
especially high school students entering the revievaddition, this paper uses the rough
set theory to carry out data mining, and it doesneed to provide any prior information
except the data set to be processed. Thereforgyarenh with other methods, this theory
can fully mine and use the connections between kniata to determine the importance,
avoiding the subjective defects caused by tradifiomethods.

This article first establishes an information sgstédy collecting data and
discretizing the index data to obtain data that lbarprocessed by rough set methods;
then, according to the rough set attribute redactidnciple, the attribute reduction is
performed, and redundant attributes are removea ftee index system; Finally, data
mining is carried out through rough set theory tg dut the importance of question

types.

2. Preliminaries
Definition 1. [9] Information systenS=(U,A,V, f) . Among them: the universe
U ={x,,%,,---x,} represents a non-empty and finite set of entitiled universe;
A={a,a,,-a,}is a non-empty and finite set of attributeé=CUDandCND =¢,
where an element o€ is called a condition attribut€ is the condition attribute set,
an element ofD is called a decision attribute, an@® is the decision attribute set.
V=UV,.,V,is called domain of attribute &;:U x A - Vis an information function,
alA

DalA xOU, f(x,a)0V, .

Definition 2. For a decision tabIeS=(U,CU D,V,f),BDC, the indistinguishable
definition based onB is:

ind(B)={(x,y)OU xU} or ind(B)=B{bOB, f (x,b)= f(y,b)}.

If (x,y)Dind(B), then x and y are said to be indistinguishable based & The
symbol U /ind(B) represents all equivalence classes derived fronirttiistinguishable
relationship ind(B) on U, which can be abbreviated ad/B. Usually, ind(C) is
called the conditional equivalence class, ainﬂ(D) is called the decision equivalence
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class. [X]B represents the equivalence classofbased onB.

Definition 3. Let S=(U,A,V,f) be a knowledge expression sysljuh,:n. The

discernibility matrix of S is a nxn matrix, any element of which is
alxy)={a0At(xa)# f(y.a}- ey

Therefore, a(x, y) is the set of all attributes that distinguish atige x and vy.

Definition 4. For each attribute allA, specify a Boolean variable & ", if
a(x, y):{ai,az---ak};t(p, specify a Boolean functiorg, Oa, O---Oa, , and use
Za(x, y) to represent it, ifa(x, y):¢, specify a Boolean constant as 1. The (Boolean)
distinguishing functionA can be defined as follows:

A= nXalxy). 2

(x,y)ouxu
All conjunctions in the minimal disjunctive norm&rm of function A are all
reductions of attribute setA.

Definition 5. For a given decision tabIeS=(U ,CUD,V, f), P OC, the positive region
pos, (Q) of the attribute setQ with respect toP is defined as follows:

pos(Q)=_ UPX. 3)

XU /Q
Definition 6. [10] Let K = (U , R) be a knowledge bage,Q O R:
(2) If and only if ind(P) O ind(Q), Q relieson P, namely P= Q;
(2) Ifand only if P=Q and Q= P, namely ind(P):ind(Q), P is equivalent toQ,
namely P=Q;
(3) If and only if P=Q or Q= P are not true, P is independent toQ, namely
P£Q;
(4) If and only if
k=y»(Q)=[pos.(Q)/u]. (@)

Q dependent toP on the degree of dependenké()s ksl), denoted asP=,Q:
@OIf k=1, it is said Q is completely dependent oR, namelyP=,Q,and is also
denoted aP = Q;
@ If 0<k<1,thenitissaidQ is depend onP partly;
® If k=0, thenitis saidQ is completely independent d#.

Definition 7. [11] Let C and D be the conditional attribute set and decisionihttte

set respectively, and the importance of attributeset C JC with respect toD is
defined as:
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UCD(C‘): Y (D)_VC_C‘(D)- )
Especially whenC’ :{a} , the importance of attributea[1C with respect toD is
JCD(a): yC(D)_yC—{a}(D)' (6)

3. Rough set property model application flow

3.1. Establishment of information system

The lowest level of index is found from the indgstem, which is used to constitute the
attribute set of the information system. As theeabpf evaluation is the object set of the
information system, an information system consistifiall objects and each index value
can be established.

3.2. Discretize index data

Since the rough set method can only deal with discdata, each attribute is measured
through five levels of "1", "2", "3", "4" and "5"and the measured mathematical
academic achievements are replaced by correspomdings from low to high according
to the actual situation.

3.3. Information system attribute reduction

Based on the attribute reduction principle of rosgh a new index system is formed by
removing redundant attributes from the index system retaining necessary attributes.
Rough set attribute reduction algorithms includé&itaute reduction algorithm based on
mutual information, inductive attribute reductidgaithm, attribute reduction algorithm
based on mutual information, differentiated matreduction algorithm, attribute
reduction algorithm based on search strategy atel atzlysis reduction algorithm. The
discriminant matrix reduction algorithm is the mositfective. In this paper, the
discriminant matrix is used to express knowledye,discriminant function is calculated
through the definition of the discriminant functjoand the absorptivity is used to
simplify the discriminant function, and finally theduced attribute set is obtained.

3.4. Determine the importance of the indicators

To figure out the importance of some knowledgettiibaite, we remove some attributes
from the table and see how the classification changithout that attribute. If the
strength of the attribute is large, that is, thepamance is high, the corresponding
classification changes will be great if the atttébis deleted. Inversely, if the strength of
the attribute is smaller, i.e. the importance iwdn the corresponding classification
change of deleting the attribute will be small.

4. Experimental analysis

4.1. The data collection

The data collected in this paper comes from ttst imulation test paper of 20 students
in a senior high school science class in Lanzhtu The grades of the students in this
class are relatively representative in the wholeoet The grades of the students in this
class can be divided into different grades, andgtlagles of each question type can also
be divided into different grades. Due to the pdesdhanges in the type of questions to

22



An Analysis of the Middle School Students' MatheéostAcademic Achievements with
the Attribute Model of Rough Sets

be solved in the math test paper, this paper cakes the type of questions in the
simulation test as an example, and the score imblefollows:

Table 1: Lanzhou city a senior science class math scores

NumberchoiceCompIetionQuestimQuestionQuestionQuestionQu_estionOptionaTota\

e two three  four five questiorscore
1 60 15 12 12 12 10 6 10 137
2 55 20 12 11 12 10 8 9 137
3 60 15 11 11 11 8 8 8 132
4 55 15 12 12 12 9 6 10 131
5 50 15 12 12 12 9 6 10 126
6 50 20 11 11 12 4 6 7 121
7 50 15 10 10 10 9 4 10 118
8 45 15 11 10 8 7 6 8 110
9 45 10 12 10 10 6 6 8 107
10 40 15 9 10 9 4 8 9 104
11 45 10 10 8 9 7 6 7 102
12 40 10 10 8 9 6 4 6 93
13 40 10 11 8 8 6 4 6 93
14 35 10 6 9 6 6 6 10 88
15 35 10 8 8 8 4 4 8 85
16 40 10 6 6 6 4 0 4 76
17 30 10 6 8 4 0 0 4 62
18 30 5 0 6 6 4 2 6 59
19 25 5 6 0 4 8 6 0 54
20 20 5 6 6 4 6 4 2 53

The original data are discretized into five levelamely, multiple choice questions,
fill in the blanks, solution to the first questiaglution to the second question, solution to
the third question, solution to the fourth questisnlution to the fifth question, and
optional questions, which are marke({ 33.2.3,4.5}, and are defined as follows:

5: The score is90% -100% of the score of this question;

4: The score is80% —-89% of the score of this question;

3: The score is7T0% - 7% of the score of this question;

2: The score is60% —-89% of the score of this question;

1. The score is0% -59% of the score of this question;

When we regard the question type and the totalkesasrattributes, we will get the
knowledge base. Discretize the data through theveabmethod, which forms the
knowledge base representation of the original d&taC,,C;,C,,C;,Cq,C,,C, is the
conditional attribute of the knowledge base, regméag multiple choice questions and
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fill-in-the-blank , Answer the first question, aresmthe second question, answer the third
guestion, answer the fourth question, answer ftte duestion, and choose the question;
the total scoreD is the decision attribute of the knowledge bagg.[1

After discretizing the original data, the followitaple is obtained:

Table 2: Knowledg_;e base

Number Cl C, . ngsstion nggtion ngsstion Qufgtion Qu(;;tion Opii:gnal T

Choice Completion =50 two three four five  question Sfé?,le
1 S 3 5 5 5 4 1 5 5
2 5 5 5 5 5 4 2 5 5
3 5 3 5 5 5 2 2 4 4
4 5 3 5 5 5 3 1 5 4
5 4 3 5 5 5 3 1 5 4
6 4 5 5 5 5 1 1 3 4
7 4 3 4 4 4 3 1 5 3
8 3 3 5 4 2 1 1 4 3
9 3 1 5 4 4 1 1 4 3
10 2 3 3 4 3 1 1 5 2
11 3 1 4 2 3 1 1 3 2
12 2 1 4 2 3 1 1 2 2
13 2 1 5 2 2 1 1 2 2
14 1 1 1 3 1 1 1 5 1
15 1 1 2 2 2 1 1 4 1
16 2 1 1 1 1 1 1 1 1
17 1 1 1 2 1 1 1 1 1
18 1 1 1 1 1 1 1 2 1
19 1 1 1 1 1 2 1 1 1
20 1 1 1 1 1 1 1 1 1

According to Table 1, establish discrimination rixatable 2, in which the elements
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are derived from formula 1, and the discriminatioatrix is a symmetric matrix [9],
therefore, only half of the elements of the matie calculated during the calculation,
and the object itself is not distinguished fronelits

Table 3: Discrimination matrix

Evaluation

object 1 2 18 19
2 C,.C, o o
3 GGG C,.C6,Cq e —e o o
4 Ce C,.C..C, o
5 C.,Cs C,.C,.Cs.C, o

C,.C,,C;,C,.Cy,Cy,

17 C,,C,,C4,Cs,Cs,CerCy,C I
18 C..C,.C;,C,.C.C, c,.C,.C;,C,,C;,C,,C,,Cq ___ -
19 ©C2CaCaCCo ¢ o o coccCC . CaCo
20 0CaCaCilCaCe ¢ cococCiCC . Gy Co

The discrimination matrix is a table. Because Higet is too large and the space is
limited, it is not listed one by one. The datalie table is calculated by formula (2) to
obtain the discrimination function:

A =(Cs 0C,)(Cs OC; OC,)C4(C, OCs ) -
((c,CC,CC,CC,CLC,CCqLCCy)
[(C,CC,CG)(C,CCeLC,)C,CC,CCLC,)

[ﬂCGS DCS)CS
ECG
=CC,C,CCs
It can be seen from the discrimination functiorlttlﬁﬁl,CZ,C4,C6,Cs} is the only
reduction in the indicator system.

25



Yateng Yue and Zengtai Gong

4.2. Computational dependencies and metrics
Let C ={C1,C2,C Cs CB} be the new conditional attribute, with

U /ind(C - C,) ={{1}.{2}.{3}{45}.{6}.{7}.{8}.{9} {19},
{11.{1213,{14{15.{16 20}{17}.{18}.{19}}

U /ind(C-C,)={{12{3.{4}{57}.{e}.{89}.{10,

{13.{1213,{14.{15.{16.{17.{18.{19.{20}

{ {e}.{8}.{9}.{10,

fa 16,{1

U/ind(C-C,)

1 {5

1, 14,

1{2{3.{4.{57

1{1213.014.{18.{18.{1724.{18.{19}

U /ind(C - C;) ={{2.{2}.{3}.{4}.{5}.{e}.{7}.{e}.{9} {14},
{13.{1213,{14.(15,{16.{17.{14 {1920}

U /ind(C - C;) ={{1.{2}.{3}.{4}.{5}.{6},{7}.{8}.{o} {19},
{13.,{1213.{14.{1517.{16.{1820.{19}

u/D={12}{ 3456} {789 .{10111213 {14151617181920}

u /¢ ={{}.{2}.{3}.{4}.{5}.{6}.{7}.{8}.{9}.{10}.

{13.{13.{13.014.118.{18.{17.{28.{19.{2d}

Then, by formula (3):

po%—q(D):{{]}1{2}1{3}’{4’5}1{ 6.{7}.{8.{9} 19
{19.01620.17.{18 {19}
6.{89}.{10,
{11} 3} 119.116.,117.{18.{19 {2d}
pos.c, (D)={{1{2}.{3}.{4}.{6}.{8}.{9}. {10},
{13.01213.14.015.018.{t72d.{14. {19}
pos. . (0)={{121{3.4.15.(6. (7. {8 {o a0,
{13.{1213.014.115,16,017.018 {1920}
pose_c, (D) ={{1}.{2}.{3}.{4}.{s}.{6}.{7}.{8}.{o} {10},
{13.01213,114.015179.114, 1820 {19}
posc (D)= {{1}.{2}.{3}.{4}.{5}.{6}.{7}.{8},{9}.{10},
{13.013.003.114.019.018.117.{18.029 {20}

The dependence degree can be obtained by form)tas (
14
VC—Q(D):‘pO% - XI|U| _C

Vec,(0)=|pos )1/|U| = e
18
Ve—c, (D) = ‘ PO&_c, (D)MU| = 0
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18
Ye-c, (D) =‘ PO%-c, (DX u|= 20
17
Ve-c, (D) = ‘ PO&_c, (D)MU| =E

20
1e(0)=lpos. () 0] = 2

4.3. Computational importance
The importance of each condition attribute is atgdiby formula (5):

0co(C:) = e(B) - vewe () = 5 = 03
0eolC2)=4e(0)-pec,(0)= 22 = 025
0eo(Ca)= e (D)1, (D) =212 = 01
02o(Co)= 1e(0) oo, (B)= 5= 01
0o Ca)= 1e(D) e, (0)= 5 = 015

If the value is greater, it means that the condiittribute has a greater impact on
the performance.

From the results of the rough set attribute moitethis simulated test, answering
the first, third, and fifth questions has almosteffect on the total scores of the students
in this class. Analysis of the data, we find ths is because the students in this class are
The overall level of mastery of each question tigosimilar. Most students can master
the first and third questions, and the fifth quastis the common weakness of all
students. Multiple-choice questions have the gstatgact on grades, followed by fill in
the blanks, Choose a question, answer the secoastign, and answer the fourth
guestion.
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