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Abstract. In view of the ignition characteristics of PCNNhen the traditional PCNN
model is used in image segmentation, the final segation images are two valued
images. Although the two value image has the adgmst of easy identification and
convenient storage, but for the following procegsiof image recognition, image
compression and feature extraction, the singleoesso valued image can not meet the
needs of people. Therefore, based on the previauls, Whe maximum Shannon entropy,
maximum gray entropy and maximum variance ratioused to improve the traditional
PCNN. The final output of the model has three pagtecolor, gray and two values,
which is convenient for the subsequent processingages. Experimental results show
that the proposed algorithm can achieve the effectegmentation of color images, and
the segmentation effect is significantly bettemntkize traditional algorithm.

Keywords:. PCNN; color image; image segmentation; maximumn8ba entropy;
maximum entropy; maximum variance ratio
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1 Introduction

Image segmentation is to separate different regminshe image that satisfy some
similarity criteria, such as gray level, texturecotor. These different areas tend to have
different significance. With the rapid developmeffittcomputer science and technology,
more and more attention has been paid to the usenoputer in processing images. The
Traditional color image segmentation focuses on &spects: one is to choose the right
color space; the other is to adopt the appropsatgmentation technology in two. In the
actual operation process, operators often chodfalit color space and segmentation
method according to different requirements. Fomegpa, in document [1], in order to
divide the complete iris, the iris is transferredtie HSI space to reduce the correlation
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of each component. In order to detect moving objextcurately; the document [2]
transforms the image into HSV space to reduce ther clifference between the object
and the object around it; the document [3] usesctreelation of each component of
RGB space to segment true color images, thus negutie segmentation error. The
algorithms for color image segmentation are als@rgng in recent years, such as
threshold method [4], ant colony algorithm [5], eahed algorithm [6] and so on.

In recent yearsPulse coupled neural network of cat visual corteddeh based on
Eckhorn [7-9](Pulse Coupled Neural Net, PCNN) has been widséduo study the field
of image processing, and shows its superioritye@sly in the application of image
segmentation, PCNN can effectivédyerlap between the separation of the target amd th
background,it can also deal with the problem of small grayeleehange and spatial
incoherence in the targefhe existing algorithms based on PCNN are mastjylied to
the segmentation of gray images, until a color ienaggmentation method based on
PCNN is proposed. In [10], after the color imageiayed out, the maximum iteration
number is determined by the maximum Shannon entramy the binary image output
from the last iteration is used as the final segatén image. Although the segmentation
image obtained by this method has more informatian other iterative output two
valued images, its anti noise ability is poor arabyeto produce over segmentation
phenomenon. The literature [11] transforms the RHfBBge into the HSV space, uses
PCNN to iterate each component graph, and usesnthémum Shannon entropy to
determine the final iteration number of each congmbrgraph, finallythe binary images
produced by each component are merddithough this method provides a new idea for
color image segmentation, the effect of mergingregation graph is very poor, it can
not retain the original image texture, and can amturately express the edge of the
original image, and its recognition rate is low. Documerit] [ises PCNN modeio
iteratethe three component§ R, G and B of color images, then, four screemicigemes
are designed on the basis of the probability merginategy, the small merger strategy,
the maximum Shannon entropy and the minimum crog®my. Although this method
improves the accuracy of the output binary imagean not change the nature of the
output image as the binary imada. view of the above problems, the color image is
divided into R, G and B components firstly. Thére binaryimage of PCNN iteration is
filtered by using the maximum Shannon entropy, #mel selectedinary images are
superimposedjrally, gray level entropy is used to determine itteximum gray level of
the superposition, and the gray image of the tkmeponents is merged to obtain the
color segmentation diagram. Experimental resultsasthat the segmentation method
used in this paper can not only retain the binargge texture and edges, and can obtain
brightness characteristics of gray image and colmmge color feature, which will
follow-up processing of image compression and reitmy to improve the accuracy of
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great help.

2. PCNN basic mode

Eckhorn model is not suitable for image processiegause of its many limitations, and
many scholars have made a lot of improvementseetltd it. PCNN model is evolved
from the Eckhorn model. Compared with Eckhorn mpiek more suitable for image
processing applications, its mathematical model is

Fi(n)=e ™ F;(n-1)+S; +Ve Z MiiwYaYa (N1
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In the formula, subscrijjt is the label of neurons, ang;, F;, L;, U;, 6; are
external stimuli, feed inputs, link inputs, intelraativations (i.e., pre synaptic potentials)
and dynamic thresholds of neuroni@l, M is a connection weight matrit;, v, and
V, are amplitude constanig, is the link factorg, a-, a. are the corresponding
attenuation coefficienta, is the time constant,is the number of iterationg, is output.

3. PCNN mode segmentation principle

To segment the image by PCNN, each pixel of MeN image to be segmented
corresponds to the neuron of a two-dimensionalaleetwork. The gray value of each
pixel is the external stimulus of the correspondiegiron. At the same time, the initial
value of the neuron (initial value is 1) and theresponding threshold); are initialized,
when the first iteration starts, the external stimwf each neuron is compared with the
threshold, and if the external stimulus is gre#ian the threshold, the neuron will ignite,
at the same time, the threshold of the neuron mismeases instantaneously. As the
iterative process proceeds slowly, there is a gtiomnectivity between neurons. In the
subsequent iterations, if the gray value of thepoorresponding to the firing neuron is
similar to the gray value of the neighboring newstoand the internal activation of the
neighboring neurons is greater than the correspgrntireshold, the neighboring neurons
will acquire the ignition. That is to say, if theag value of one region of the input image
has a high similarity, the neurons correspondinghto pixel of the region will form a
cluster. Once one of the neurons is ignited, thkecive ignition will occur in this region.
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Therefore, the image segmentation can be doneibyg tise similarity of PCNN ignition
capture and cluster characteristics.

4. PCNN model segmentation

4.1. Maximum Shannon entropy criterion

For binary images, the Shannon entropy [13] can seflect the amount of information
contained in it. The bigger the Shannon entropyhef binary image generated by the
PCNN model is, the better the effect of the iteatsegmentation is, and the larger the
information content of the original image is. THere, the Shannon entropy maximum
binary image will be regarded as the best segnmientetsult in the iterative process. The
Shannon entropy is defined as

H(P)=-R NP -R, InR,

In the formula, P, and P.are the probabilities of the pixel values of 0 4nd each
of the binary images output at each iteration.

4.2. Maximum entropy criterion

The image gray entropy is a statistical charadtesi®f gray image, which describes the
distribution of gray image information space, i thray image gray entropy is bigger, the
more uniform distribution of gray, which containom information. For a maximum
gray level for M xN gray image of . The gray value of pixel number far is n;, the
corresponding probability i, then the following image gray entropy calculation
ofH

L
H=-> R xlog. R
i=1

Among them,
P =n /(M xN)

4.3. Maximum variance ratio criterion

For a double peak gray image, its gray distribupossents a "U" shape, the gray value
of the bottom of the "U" is set as a threshold,cliitan be used to separate the target and
background of the imagé-or the image with gray level= 123---,i,---,j), the gray
level T of the image is used as the segmentation threstoldle the image into two
classes,C,;and C, of S = (123, T), S, =(T+1T+2,---,L),The intra class variance
o2 and the inter class variancgz can be obtained by the lower form

0% = 0L +0,03
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In the formula, N is the total number of pixeler2, o2is the variance ofC, and
C,,an and w, are the probability of occurrence @f, and C,, y andu, are the
average gray level @, and C,, and u: is the average gray value of the image. The

maximum variance ratio is
g
n=max —
oy

The variance between classes reflects the differéetween the two categories of
the target and the background in the image, andctass variance represents the
difference between the same pixels. When the maxinaalue of  is obtained, the
variance between classes is the largest and thenearwithin class is the smallest, that is,
the gray values between different pixels are véifergnt, and the gray values between
similar pixels are very small. Therefore, when¥hdgance ratio [14] is the maximum, the
threshold segmentation is the best.

:i[Z(ﬂl‘#T)zni + 2. (e —,uT)Zni}

4.4. Color selection

Choosing the appropriate color space, extractirgcimponents of the color image, and
then segmenting them one by one, which is a commmathod for color image
segmentation. HSV and RGB color space is the madelyw used space at present.
Relative to the HSV space, the correlation of emmhponent in the RGB color space is
relatively large, and the use of the PCNN modeltifier three components segmentation
will produce some constraints. Therefore, in theBRpace, each component of the color
image is segmented, its fault tolerance is muayelathan that in the HSV space, and it
does not affect the final result of segmentatiogalbse of a few error points of a
segmentation component. Therefore, in RGB colocspasing PCNN segmentation,
combined with a specific combination method, yon gat a good segmentation effect.

4.5. Using mode segmentation

4.5.1. Gray mode

Based on the traditional PCNN model for segmentatio matter what method is used to
determine the final number of iterations, the aldiimages are all binary images. Each
pixel of binary image is black or white, there @ intermediate transition pixels, and can
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only describe the outline of the object, the dstaflthe object is often not well expressed.
At this time, a higher gray level is needed to déscthe details of the image. Therefore,

in this paper, the maximum Shannon entropy is tdifter the binary images generated

by iteration, and then the selected binary imagesaperimposed to obtain a gray level
gray image.
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PCNN iteration times

---------- R component G component ===== B component
Figure 1.

It can be observed from the broken line graph gtifé 1 that the Shannon entropy
of the binary image of R, G and B increases firgt then decreases with the iteration of
the algorithm, when the iteration is more than ies, the Shannon entropy change
tends to be stable. Therefore, when the algorithiterated to a certain number of times,
the output entropy of Shannon is not very differémtorder not to make the algorithm to
prepare sufficient candidate graphs by infiniteaten, the Shannon entropy (P) of
forty-fifth iterations of R, G and B is taken a®tthreshold value, and the images before
the forty-fifth iteration are screened out. Whee ®hannon entropy is greater than or
equal to a, the corresponding two value image atadned as candidate grayscale overlay,
otherwise it is rejected. Ftainary image after forty-fifth times, because o ttifference
of Shannon entropy is not big, all of them are used candidate map of gray
superposition

In order to obtain grayscalé gray image, the candidate must be in the binary
image selected. -1images are superposed. Accordingly, for R, G, Bawth component,
PCNN requires at least -1 iterative times, which makes the algorithm runniinge is
too long. On the contrary, if the algorithm doeg iterative enough times to provide
enough binary image screening, will make the gragge overlay is not bright enough,
only the Shannon entropy of low binary image isesimposed, resulting in the loss of
information overlay to solve the above problems timiethod of human intervention, the
provisions of the superimposed image the gray Ibetveen Ly, ~ Luax (Luin 1S the
minimum gray level, L... is the maximum gray level). Gray level superpositgraph
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will increase with the two value image overlay, whieexceedsL.., , the algorithm starts
recording every superimposed image output graydeugee of entropy, gray level until
the gray level reached..... Gray entropy corresponds to the maximum as theémuen
gray level of the image. A lot of information suppeposed so that it can ensure the
superimposed image component map after segmentaiomot only retain the original,
but also because too many times to avoid the iteratgorithm, the algorithm consumes
a long time. In this paper the.,, value is set to 120L..« will be set to 160.
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Figure2:

From Figure 2, we can see that the gray entrogy obmponent and B component
is the largest when 143 binary images are supesethoand the gray entropy is the
largest when the R component is superimposed to THérefore, 144 is taken as the
maximum gray level of the G and B component segatiemt overlay graph, and 146 is
taken as the maximum gray level of the R composegmentation superposition graph
of two

R component superposition diagram G corapbsuperposition
diagram B component superposition diagram
Figure3:
Table 1: Iteration number statistics

R G B
component component component

Algorithm

o 183 186 189
in this paper
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For stacked Cato, the greater the pixel valuesha@flp are superimposed times are
more and more, in each iterative process, theiggnftequency of the pixel is increased.
In other words, In other words, the probabilitytbe pixel as the target point is also
greater .In fact, In fact, the superposition preces PCNN binary image is the
superposition process of the target area, thabtasaccumulation process of the target
information quantity.

4.5.2. Color mode

Compared with the binary output diagram, the gralgsimage can clearly express the
depth of different colors, and can accurately dbscthe different colors on different

brightness. However, in the subsequent processingnage recognition and feature

extraction, the color features of objects also @Eayimportant role. Therefore, it is not
enough to obtain only the gray scale after segrnientaln this paper, the grayscale
images of different components are merged, sottigisegmentation graph with color
features is obtained

Figure 4: Color merge diagram

4.5.3. Thebinary modd
We know that, compared with image storage, in #&meslength, two element features are
often much smaller than floating point features] aimple two valued description can
solve large-scale real-time visual problems. Theeefalthough gray and color images
have advantages in information description andrcebpression, the effect of binary
image is not worse than that of gray image andrdolage under certain circumstances.
To this end, this paper redesigned a method tarobtare high-quality binary images

The rgb2gay function in MATLAB is used to gray thmput Lena image, and the
gray Lena image is iterated by PCNN. Before theiten number of the algorithm is not
more than 45 times, it is known from the statistit Shannon entropy in Figure 1 that the
guality of the binary images produced by the athariis different. To this end, referring
to the method of obtaining the gray superpositiapnthe Shannon entropy of the two
value image of the forty-fifth iteration is usedtas threshold to filter the binary images
of the first 45 iterations, then the selected hinarages are superimposed, and finally 30
images are selected from the 45 images for stacking
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Figure5:

According to the principle of PCNN segmentatiore #maller pixels, the backlight
of the hair and the cap, and the background oftamt chappen the ignition, but the
threshold of neurons in these regions decreasésthét attenuation coefficient, when its
value is less than the set value A, the backgrquoidt and the small gray level will
occur collective ignition phenomenon, after thdite tthreshold of the corresponding
neurons will increase dramatically, which is thecikstion of PCNN segmentation.
Because of the presence of PCNN oscillatiortsg background points are fired once
every certain iteration. By superimposing the ottgnary image, the gray level of the
target and the background are concentrated in al mggment, so that the gray
distribution of the superimposed image appearsfodt, as shown in Figure 5.

In order to obtain binary image with relatively goguality, In this paper, we use the
oscillation of PCNN segmentation and the maximurnmiavee ratio to select the
appropriate threshold to segment the superimpasadé. That is, when the gray value of
the pixel is greater than A, the size is set tootherwise the size will be set to
0.According to the maximum variance ratio criteritme threshold B of the superposition
graph is obtained.

>

i &/ ! ik iﬂ § U

Algorithm in this paper Document [10] algorithm Document [13] algorithm
Figure6: Comparison of two value output diagrams

5. Experimental resultsand simulation
The simulation experiment is carried out by MATLABhe resolution of RGB image is
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256 x 256., the experimental parameters are=01, a. =2, ac =1, pB=04,

Ve =05 V. =02, V,=03, the connection weight matrix is [-0.03 -0.03 3).60.03 0

-0.03; -0.03 -0.03 -0.03].
Table 2: Statistics of the number of iterations of each ponent of the experimental image

R G B Document Document
This paper
component component component [10] [13]
road
) 172 165 163 9 10 45
diagram
lotus
) 143 159 153 13 17 45
diagram

Original R G B color merge

Figure 7: Comparison of superposition and merging graphs

Algorithm in this paper ~ Maximum Shannon  Maximgray

entropy entropy

Algorithm in this paper  Maximum Shannon entropyMaximum gray entropy

Figure 8. Comparison of two value output diagrams
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In order to verify the feasibility of the algorithrthe road and lotus pictures are
tested, and the results of the experiment are shiowigure 7. The number of iterations
of the R component of the road image is more thanh ¢f the iterative method, so the
segmentation graph is relatively brighter. The griedormation of the road map is less,
and the number of B component superposition is lessling to the superposition of the
whole picture is dark, especially the forest pamimrecognizable. For the original picture
of lotus, its red information is more abundant,réfiere, in the superposition of R
components, although the maximum gray level ispaaticularly large, the lotus fraction
is completely segmented. Finally, the binary segatem algorithm designed in this
paper is compared with document [10] and documEsit [The images in document [10]
and document [13] are richer in details, but atdhme time they contain a large amount
of background information and noise. On the cowtrtre binary of the output of this
method in this paper can preserve most of the maigiarget information and is less
affected by noise, so it is a more effective segatean method.

In order to further verify the effectiveness of thagorithm, the error
misclassification rate is used to quantitativelaleate the proposed algorithm and the
literature [10] and [13], as shown in table 4.

The error misclassification rate is the percentafjall pixels in the entire ideal
image that are erroneously segmented. The expreissio

In the formulam, is the number of pixels in the region markedqgam the
segmentation result, and=12,---,c is the number of pixels in the ideal segmentation
image which belongs to the label region, q=12,---,c.

It can be seen from table 4 that the error misdfi@ation rate of the proposed
algorithm is lower than that of references [10] &b8], which further demonstrates the
effectiveness of the proposed algorithm.

algorithm
in this Document Document
[10] [13]
paper
road diagram 0.1254 0.2153 0.1436
lotus diagram 0.1124 0.1967 0.1876

Table 4: Error rate comparison
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6. Conclusion

On the basis of PCNN, the maximum Shannon entropythe maximum gray entropy

are used to segment the image, gray images and icoémes with large amount of

information are obtained. This is of great help ttee subsequent processing of
segmentation (e.g. image recognition, image corsmes feature extraction, etc.).In

addition, a new binary image segmentation methqaréposed by using the maximum
Shannon entropy and the maximum variance rati@ardel number of experiments show
that the segmentation method proposed in this pagrenot only preserve the texture and
edge information of binary images, moreover, thghtness feature of gray image and
the color feature of color image can be obtaindds Will greatly improve the accuracy

of image compression, recognition and other follgwprocessing. At the same time, this
algorithm is the first attempt to select and stiekbinary image of the traditional PCNN

algorithm to get three better segmentation pattefierefore, there are also some
problems. Because the segmentation graph of tlee timodels is obtained by a large
number of iterations, the designed algorithm gefiteb results, but the running time is
relatively long. Therefore, how to optimize the rebénd make the algorithm more

efficient is the focus of the future research.
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