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Abgract. CAPTCHA (Completely Automated Public Turing TestTtell Computers and
Humans Apart) plays a pivotal role in the netwoekwgity of information systems, and
has been widely used in various fields. This papses Tensor Flow as the neural
network framework and uses Siamese network to eedaise information and extract
the characteristic information of the captcha. Experimental results show that the
recognition rate of the Siamese neural networkHerfour-character image captcha with
noise interference is 97.40%. Therefore, the siammsural network has a strong
recognition ability for complex captchas. At thengatime, this high recognition ability
leads to serious security risks in the informatsgstem. Therefore, the current Chinese
character captcha design technology still neethe tetrengthened and improved.
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1. Introduction

Information systems play a very important role ietwork security. With the
development of services, various websites are antigtbeing updated and expanded to
varying degrees. Once the information system iackétd and the system becomes
unavailable, it will lead to the specific serviaesried by the system. Failure to proceed
smoothly, seriously disrupting the normal operatader, causing the reputation and
actual loss of the attacked party. Therefore, ihepito ensure the security of external
services of relevant systems, information secueitgineers are born for the application
of captcha technology. The captcha is a public &ty automatic program that
distinguishes the user from being a machine omaam1, 2]. In the CAPTCHA test, the
computer as the server automatically generateseatiqun for the user to answer. This
question can be generated and judged by the comuieonly humans can answer it.
The captcha technology can prevent malicious paskwiacking, ticket swiping, and
forum irrigation, effectively preventing a certaiagistered user from using a specific
program to brute force the continuous login attesnpherefore, whether the captcha can
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be recognized by the computer has become an etsutgct of network security
analysis.

In order to detect the security and reliapitif the captcha, the information security
engineer conducts a security assessment on thet trgtem specified by the client unit
from a practical perspective, allowing the relevgmetrsonnel of the client unit to
intuitively understand the hidden vulnerabilitiemda vulnerabilities in their own
networks, systems, and applications. The loss t@y be caused when the hazard
occurs, so as to help the client unit to explaim ¢lirrent security status in the form of
actual cases, thereby increasing the client umitt@reness of information security,
enhancing the risk crisis awareness of the clienifsupersonnel, so as to achieve the
internal security level The overall improvementni@w an overall improvement in the
internal security level.

In 2002, Mori and Malik [3] proposed a methoakéd on shape context. By using
contour and shape features to construct a claasdic system, they successfully broke
the two captchas, Gimpy and EZ-Gimpy, with a susceste of 33% and 33%
respectively. 92%. In 2004, the Moy team [4] alsacked the EZ-Gimpy captcha with
99% accuracy. The algorithm used is to use distortistimation technology to identify
characters with background interference and distariAt the same time, the author also
cracked The four-character version of the Gimpgptcha has an accuracy rate of 78%.
In 2005, Chellapilla [5] used a variety of imageogessing techniques to segment
characters, and used machine learning to recogimzeegmented characters, and finally
successfully recognized 6 types of text captchith, an accuracy rate of 4.89% to 66.2%.
between. Therefore, it can be seen that the easklgarch methods used uncommon and
complex algorithms to solve the captcha identifaatproblem one by one. In the mid-
stage of the captcha research, in 2007, Jeff YdrEhhmad [6] proposed an extremely
simple idea. First, the captcha of Captchaservigewas divided into individual
characters, and then the total number of pixelseach character was counted. To
determine which character corresponds to, the rdefhmally achieves a recognition
accuracy of close to 100%. In 2008, the same alifh@roposed two new algorithms for
segmenting individual characters in order to imprawe accuracy of segmenting
characters. One is Color Filling Segmentation (C&8) the other is vertical histogram.
analysis. However, the method proposed by the agtimot be applied to the captcha of
Crowding Characters Together (CCT) mechanism. diréicent stage of captcha research,
image processing methods are still the main algorifor segmenting characters, and
after the rise of deep convolutional neural netwprkore and more are used to identify
individual captcha characters. In 2015, Colin Hf8lgused image processing methods to
first process the Microsoft captcha image intoraylei character picture, and then used
deep convolutional neural networks (Convolutionatulal Networks, CNNs) and
template matching methods to identify characterd, fmally Recognition accuracy rates
of 57.05% and 5.56% are reached respectively. Tmeparison results show that the
convolutional neural network is effective in thasdification of interfering characters. In
2015, the Starostenko team [9] used morphologitalysis and three-color algorithm for
character segmentation, and then used Support Meletohine (SVM) to recognize the
separated characters, and finally cracked the acgwf the four captchas. Between 40.4%
and 94.3%. In 2017, the Gao team[10] broke thrabghMicrosoft double-layer captcha.
First, based on the CFS image processing technolibgy double-layer captcha was
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horizontally divided into two single-layer captchasd then the high-wave filter was
used to process each captcha separately. On shdldior, the final recognition accuracy
rate using CNNs is 44.6%. In 2018, Gao team [1atked 11 kinds of online captchas,
and the cracking method was also based on the ithligorof segmentation and
recognition. Design different segmentation algonistfor different captchas, and then use
a LeNet-5 based network for recognition. The fici@cking accuracy is between 10.1%
and 90.0%, and the speed is between 0.03 and €céhds. For more information about
the new developments as well as the history ofttpi, see the papers by [14-16].

From the above literatures it can be found thatcdagtcha has been identified by
various computer technologies, which poses a seribveat to the security of our
information system. Siamese neural network (Siantemgral network), also known
assiamese neural network, is a coupling strudtased on two artificial neural networks
(refer to 12, 13). In order to fully protect thetwerk security of the information system,
in this paper, we will detect the pairing of theuBiese neural network. The identification
effect of the captcha, and the analysis of the odtwecurity strategy.

The arrangement of the article is as follows: theosd part introduces the siamese
neural network model, the third part introducesesgipental data, the fourth part gives
the experimental results and finally gives a cosio.

2. Siamese networ k

2.1. Model introduction

In the siamese network (refer to [12, 13]), theslfaimction used is contrastive loss, which
can effectively deal with the relationship of pdirdata in the siamese network. The
expression of contrastive loss is as follows:

N
L(W, (Y, X,,X,)) :%ZYDVZV +(1-Y) ma{m-D,, ,0",
n=1
where

» 1/2

Do (X1, X2) =11 Xy = Xy llp= | ) (X} = x3)”
i=1
represents the Euclidean distance (two norm) oftwiee sample features Xand X, P
represents the feature dimension of the sampls,tifei label of whether the two samples
match, Y=1 represents the two samples are similanatched, Y = O It represents a
mismatch, m is the set threshold, and N is the rmurabsamples.

Observing the above-mentioned contrastive lossesson, it can be found that this
loss function can express the matching degreeicdgpaamples very well, and it can also
be used to train the model for extracting features.

When Y =1 (that is, when the samples are simitag),loss function is only left

1 3,0
L. =— .
° 2N Z;YDW
That is, when the samples are not similar, if thelilean distance of the feature

space is small, the loss value will become langbich also symbolizes our requirements.
When Y=0 (that is, when the samples are not sijnithe loss function is
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That is, when the samples are not similar, if thelilean distance of the feature
space is small, the loss value will become langich also symbolizes our requirements.

Lo (1-Y)max(m-D,, ,9’.

2.2. Algorithm design

(1) The captcha identification in this article useSiamese network with a similar
structure. The Siamese network is generally sudtdbt two input data with similar
characteristics. For example, in our paper, we rteedompare the similarity of two
Chinese character pictures. Degree, when the tpatsnof the neural network (Input 1
and Input 2) are used as inputs, the characterigfithe two input data will be mapped to
the new space, the two network models use their aweight parameters and bias
parameters, and finally The updated loss weightevéd shared, and finally the similarity
of the two inputs is calculated by the Euclideastatice formula, so each Chinese
character will be calculated by the sigmoid funatio form a probability value. After the
probability value is calculated by the soft maxnfafta, we will get each group. The
predicted probability value of nine vector valuss, that each of our captchas will
become a nine-category multi-category problem. @beve picture is the technical
diagram of the CNNsiamese network designed inghjger. Oursiamese network uses
the loss value of the contrast loss function, wHawe is the Euclidean distance of the
output features of the two networks

JGu (%) =Gy (X))

where Gw is the output of one of the sister netwoKl and X2 are input data pairs. The
Y value is 1 or 0. If the model predicts that thputs are similar, then the value of Y is 0,
otherwise Y is 1. max() is a function representimg larger value between 0 and m-Dw.
m is a margin value greater than 0. Having a matgmlue means that different pairs
beyond that marginal value will not cause losssThakes sense, because you only want
to optimize the network based on actual dissinkrs, but the network thinks it is quite
similar. The ultimate goal of the training of owa neural networks is to make the
distance between similar or identical vectors aallsas possible, and the similarity of

MaxPooling
MeanPooling Q MeanPooling
@) (b)

Figure 1: Compare the advantages of using the maximum pouoiigitpod.
input vectors of different categories is as larg@assible.

We use Maxpooling in the siamese network modeahasvn in (a), and do not use
average pooling as shown in (b). Generally speakiten there is a lot of noise and
interference information in the background of thege, Only part of the information in
the features is more useful. The CNN convolutiomkk extracts the features of the
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picture. We use the maximum pooling process to deample the feature block Patch,
and extract the maximum value in each block acogrdd the operation process of
maximum pooling. The other blocks will be repladsdthe largest value, and only the
largest value will enter the next layer, becausyetime the reverse gradient updates the
weights and parameters, the largest element malyeniot the original position, so choose
the largest The value pool has the function ofaeting main features and highlighting
the foreground. When all the information in thetfea patch is more useful, we use the
average pooling process to down sample the fegiateh. When the CNN network
enters the last few layers and reaches the fulynheoted layer of the network, use
average pooling (Mean Pooling) down-sampling thatuiee block patch, so that the
feature information will not only retain local infonation before entering the fully
connected layer, but also contain most of the ¢loffarmation, so that the model can
reach a state of convergence as much as possible.

Figure 2: Siamese neural network in (1).

(2) In digital captcha recognition model, there aretyiies of numbers and 3 types
of operators to be recognized, which is a 13 diaasion problem. After the noise
reduction process, the complexity of the image risatdy reduced, and the noise and
interference lines are almost completely eliminatdding a simple three-layer fully
connected neural network and a Sigmoid layer, ¢ése get accuracy rate of 99.98% can
be achieved. In this network model, the dropouti@ds 0.7, the learning rate is 0.001,
tanh is used as the activation function, and themalgorithm is used for training.

1x200 1x500 1x50 1x300! X300 a3 113

—> —>» Y

FC1
FC2
FC3
Soft
max

7-16+14 —

Figure 3: Convolutional neural network in (2).

3. Data processing

In this paper, we used three types of CAPTCHA imagé&ven by the organizing
committee in the 9th China University Student SmavOutsourcing Innovation and
Entrepreneurship Competition. The Datasetl is a-é¢lvaracter CAPTCHA, which is
consists of only 0-9 ten digits and four Arithmetigerations, This kind of CAPTCHA is
relatively easy to extract, which causes the weskrud relatively fragile security. The
Dataset2 is Chinese Captchas which are randomlyposed four Chinese characters, and
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the text in the picture is slant by rotation. Ttezification method requires the user to
point the rotated characters in the image cap@htaset 3 is Captcha composed Chinese
characters, which are randomly rotated by @Mhd have background noise interference,
The verification method requires the user to ptiret number sequence of the Chinese
characters in the image captcha from left to rigtme following figure shows examples
of traditional captcha and adding noise interfeeeceptcha. According to the verification
method above, the sequence should be: 2580.

Table 1: Train datasets

Type Train se Validatior se Test se
Dataset 1000( 1000( 500(
Dataset 1000( 1000( 500(
Datase 1000( 1000( 500(

In order to point the correct sequence, we must éinsure that the trainset contains
enough Chinese characters. Our trainset has 1@GAB@&se captcha, which is equivalent
there are 10000*4=40,000 feature-map informatiat thur Siamese network needs to
learn, Finally, and our model will generate a mapggkt file for the identification of our
subsequent test data. the shortest distance betiveemwo input matrices is calculated
through the Euclidean distance formula, and then8id classifier predicted the value
that has the largest probability similar to Chinelsaracter.

Table 2: Types of captcha
Examples of captchas

o

Type of captcha

Traditional captcha

captcha for noise
interference

Noise interference and
sorted captcha

4, Experimental processand results

4.1. Experimental environment and experimental parameter configuration

We used 16.04-Ubuntu operating system, Intel XeiweiS4110 processor, and our
running memory is 32GB that is helpful to handlesaiee datas, GPU is NVIDIA-SMI

410.48, 8GB Video memory, our experiments were detad on Tensor Flow, which is
modular, minimal and flexible framework.

4.2. Experimental calculation process
Algorithm 1. As the Figure 2 architecture of Siamese networkvshoVe will input the
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Datasets#4 and the Datasets#5 to the Siamese Mefeparately.

(1) Before inputting the pixel value of 150x45 gxizhinese character captcha into
the network model, the size of the Chinese chara&ptcha is processed into 40x40
pxiels by means of slicing.

(2) The Siamese Network in the experiment includes input layers, six
convolutional layers, five MaxPooling layers, thrElatten layers, one Concat layer,
three Full-Connected layers, one Sigmoid layer, tnedoutput passes The probability
value of similarity between two input values ca#tatl by Euclidean distance. (As shown
in Figure X)

(3) The C1 convolution layer contains 32 40x40 deatmaps; behind C1 is the
MaxPooling P1, which is a 2x2 kernel-size and uUsedmage dimensionality reduction
and down sampling.

(4) The C2 layer takes P1 as input, The C2 conimiutayer contains 64 20x20
feature maps, convolution kernel size is 3x3; ba&hd®? layer is the MaxPooling P2,
which is a 2x2 kernel-size and used for image dsimrality reduction and down
sampling.

(5) The C3 layer takes P2 as input, The C3 conimiutyer contains 128 10x10
feature maps, convolution kernel size is 3x3; bahi8 layer is the MaxPooling P3,
which is a 2x2 kernel-size and used for image dsimality reduction and down
sampling.

(6) The C4 layer takes P3 as input, C4 layer costaR8 5x5 feature maps, and the
convolution kernel size is 3x3; C5 takes C4 asmmuit, and C5 contains 256 5x5 feature
maps, and its convolution kernel size is 3x3.

(7) The C6 layer takes P5 as input, The C6 conmwmiutayer contains 256 5x5
feature maps, convolution kernel size is 3x3; bahl6 layer is the MaxPooling P6,
which is a 2x2 kernel-size and used for image dsimrality reduction and down
sampling.

(8) The Flattenl layer uses the P6 layer as irgnd,the Flattenl layer will convert
P6 into a 1x128-dimensional numpy value.

(9) The FC layer of the model on both sides of $ieemese Network is converted
into a 1x1 numpy value through the Output FC laJée feature value is passed through
the Sigmoid layer to obtain the similarity probéhilvalue of Inputl and Input2. the
Siamese Network training model will extract the releteristics of Chinese characters as
A feature text, saved in the mappinng.txt file,diss a feature extraction comparison in
the subsequent testing process.

(10) Finally, the output layer added to the Sigmiaiger, and obtain the similarity
probability value, which has fewer parameters dffecvely prevents data overfitting,
making the training results as convergent as plessib

Algorithm 2: As the Figure 3 the architecture of the convolutietwork shows :
(1) The origin digital captcha are Inputted Inpaydr. The FC1 is a 1x5000 shape,
The Drouptl layer uses the FC1 layer as input, vbfectively prevents data overfitting.
(2) The FC2 layer uses the Dropout layer as inpg FC2 layer is a 1x300 shape,
The Droupt2 layer uses the FC2 layer as input, kvbféectively prevents data overfitting.
(3) Finally, the Sigmoid layer will output 13 typebaracters, and we can obtain the
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probability of every character.

4.3. Experimental results
An images and results of the experimental ressilggvien below.
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Figure 4: Testing accuracy and loss of Dataset1.
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Figure 5: Testing accuracy and loss of Dataset?2.

0.650

0.625

0600

0.575

Loss

0.550

0.525

0.500

0475

0 25000 50000 75000 100000 125000 150000 175000
Epoch 0 25000 50000 75000 100000 125000 150000 175000
Epoch

Figure 6: Testing accuracy and loss of Dataset3.

Table 2: The Testing accuracy and Training accuracy of [d#ds
Epoch | Validation setf Testset Loss
50 1.000( 0.999¢ | 1.68¢
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Table 3: The Testing accuracy and Training accuracy of [aids

Epoct | Validation se | Testse | Loss
40C 0.980¢ 0.971¢ | 0.331:
100( 0.996: 0.992: | 0.321«¢
200( 0.988: 0.997. | 0.317:

Table4:The Testing accuracy and Training accuracy of [2dés

Epoct Validation se Test se Loss

1000( 0.851¢ 0.812¢ | 0.573¢
5000( 0.935( 0.914. | 0.527;
7000( 0.982" 0.974« | 0.520:

The above tables show : The Datasetl that Captmmpased of digits can already
be identify with high accuracy. the final trainimgccuracy and Loss values on the
Testdata set. When the number of training Epodbetsveen 0 and 60000 rounds, the
model parameters have a relatively large fluctmatithen they are trainned, but as the
number of training rounds increases, The learnibijjity of the model is gradually
enhanced, the accuracy of the model gradually egegeand finally stabilizes, The
Dataset3 test-accuracy rate is maintained at 9744t is concluded that the model
maintains a relatively high recognition rate on Tlestdata.

5. Conclusion

This paper uses TensorFlow as the neural netwadwork, based on the captcha
recognition technology of the Siamese neural nétywand analyzes the threat of the
Siamese neural network to the captcha recognitiothé security of the information
system from a practical perspective. Experimentsvstinat: the final training Accuracy
and Loss values on the test data set, as the nuafibeaining rounds increases, the
learning ability of the model gradually increast#t®e accuracy of the model gradually
converges, and finally stabilizes, and the accuraeyaintained at 97.4%, so the captcha
recognition technology of the Siamese neural ndtworaintains a relatively high
recognition rate on the test data. However, itrecisely because of this high recognition
rate that has brought serious hidden dangers twniation security, and the current
captcha design urgently needs to be strengthertethrgomoved.
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