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1. Introduction

The independent set problem is widely studied iapprtheory and it has important
applications in many fields. There are mainly panttependent sets and edge-independent
sets in graph theory, which often involve findirge toptimal solution of the maximum
independent set problem. The algorithms of findimgmaximum independent set is often
studied by scholars, such as the spanning treeithligio The graph coloring problem is a
classical problem based on maximal independentT$et.algorithm is to turn original
problem into its sub-problem by obtaining a maxiinalependent set [1]. The maximum
independent set problem with edge weights andpisaximate algorithms are solved in
[2]. The theory of maximal independent sets of bsajs applied to abstract the resources
of education and a model is set up to achievetthetion of auto-tabling in [3]. Recently,
Chen [4] designed an exact algorithm based on hrand reduced to solve maximum
independent set problem, which can get the exdgti@o of NP-hard problem in theory.
And in [5], based on the graph theory, an independet model suitable for ant colony
algorithm is constructed. These problems are dartkabasic of independent sets in graph
theory and combinatorial mathematics.

In 1935, Whitney [6] first put forward the concegbtmatroids from the aspect of
the independent set which provided a unifying austtreatment of linear algebra and
graph theory. Since then, the independent set axamd other theory of matroids have
been constructed and widely used. In [7], theyadirdone on the basic of independence
systems of matroids, and then extended indepersd¢niof matroids to independent sets
of fuzzy matroids. In [8], many properties of fuzeglependence systems are found, such
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as the perfectness, regularity, refinement anchso o

As the core problem of NP-complete problem, theximam independent set
problem has been formed for a long time [9]. Widely used in industrial process control,
network design, large scale integrated circuitgleaind economic model analysis, such as
time scheduling, register allocation, spectrumcatmn, network communication, course
scheduling, streaming media scheduling and so §t0jn At the same time, it is also the
problem of combinatorial optimization research 11][ Many combinatorial structures
[12] belong to the class of independence systensh @13 matroids, intersections of
matroids and machings [13], which are worth studyifthe independent structure appears
in many branches of mathematics, such as lineapirndence in vector spaces, matchings
in graphs and surfaces in projective geometriek [14

In this paper, the main goal is to study the prige of independence systems
based on matroids and operations of sets. The ptsaed properties of the sum and direct
sum of independence systems on the same or diffgrennd sets are introduced and
studied. The operations and properties of indepmaisystems are expanded to finite
independence systems. This paper is organizedlaw$oln section 2, some basic notions
and results related to independence systems aalegkcln section 3, the properties of
operations of independence systems are studiea|i®ions is made in section 4.

2. Preliminaries
Firstly, the concept of independence system i@éhitced and the operations of sets are
shown below.

Definition 2.1. [6,8,24] Let E be a nonempty finite set an2f be the set of all subsets
of E,and | 02%. Then the pair(E, 1) is called a set system on a ground Eet

For the following conditions,

)y oolr.

(i) (Hereditary property) IfALIl and B A ,then BOI .

(iii) (Exchange property) If X, Y[l and |Y|>|X |, then there exists an
elementydY\ X suchthatX O{y} 01 .

If (E,l) satisfies conditions (i), (i) and (iii), the¢E, 1) is called a matroid.

If (E,1) satisfies condition (i), the{E, |) is called an independence system.

For an independence system or a matid]| ) , the members of are called

independent setsl is called a family of independent sets. A subseEothat does not
belong to | is called a dependent set. The collection of ddpensets is denoted bl .

Since E is finite, the number of all its subsets is finiterefore, the number of
independence systems defined on a finiteSets also finite.

Definition 2.2. [24] Let X O E and X #[0. X is called a basis of an independence
system(E, 1), if X Ol and there does not exist a 9t , such thaty [J X .

That is, a maximal member of the family of indegemt setsl is called a basis
of (E,1).The setof all bases is denoted Byl ) or B.An empty independence system

must have a basis at least, though all bases ntdyame the same cardinality.
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Definition 2.3. [24] Let (E,l) be an independence system aAd] E . If the function
r:25 - Z" satisfies
r(A)= max{| X || X OAX0OI},
where Z* is nonnegative integer. The(A) is called the rank of sef on (E,1). Let
r(l)= max{| X || X OB(I)}.
Then r(I) is called the rank of an independence sys{déml ) . That is, r(l)
is equal to the rank of a basis with the maximunkmaf (E,1). X is called a maximum

basis if the rank ofX is maximum among all the bases. When we discuiependence
system (E, 1) later in this paper, we assume tHa# { [} .
There are many properties of rank function ofratependence system [17] [24].

Property 2.1. Supposer is the rank function of an independence sysidfl) and
nonempty setsAABUOE, X, yUE :
@) r(d)=0.
(i) r(A)<|Al,andif A0, thenr(A) =|A| (| A] is the cardinality ofA).
(i) r(A<r(AO{X}) <r(A)+1.
(iv) If AOB,thenr(A)<r(B).
W) If r(AO{) =r(AO{y}) =r(A), thenr(AO{x} O{y}) =r(A).

The independence syste(k,|) is composed of subsets of a ground Eet

Obviously, the elements of the independence systmmsets. So some properties of
independence system are related to the operattarebe sets, such as intersection, union,
sum etc..

Definition 2.4. [25] Let E be a ground set an&, B and C be subsets oE. Some

operations are as follows:
(i) The intersection ofA and B is denoted byAn B={x|xA and x[IB}.

(il) The union of A and B is denoted byA1 B ={x|xOA or x[B}.

(iii) The complement of A is denoted byE\ A={x|xOE and x[I A} .

(iv) The difference of A and B is denoted byA—-B ={x|xOA and x[1B}.
(v) The symmetric difference oA and B is denoted by(A-B) I (B—-A).

There are many properties among operations ofsgth as the associative law:
(AOB)OC=A0MBOC), (AnB)nC=An(BnC).

The associative law will be applied to the fangiligf independent sets, which
makes the properties of two independence systetaaco finite ones in section 4.

2. The properties of operationsfor independence systems
When discussing the properties of two independsystems according to the relationship
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between the two ground sets;, E,, there are mainly two cases as follows:
(i) E, =E,, the intersection and union operations of two patelence systems
is actually on the same ground set.
(i) E, # E,, the two ground sets are not equal and theresetkistfollowing cases:
(A) E nE, =0, the two ground sets are separated from each. other
(B) E, n E, #, two ground sets have at least one common element.
(@ EEnE,=E and O<|E|cmin{| E |||E, |}, i.e. an element of the sdf, does not
belong to the se, at least, that is ,there existsL1 E,, and XL E, .
(b) EUE, or E, E,thatis, E, and E, have a proper inclusion relation.

Next, the operations and properties of the famibé independent sets of the
independence systems are studied based on thdiopsraf the sets [25].

2.1. On thesameground set

In this section, two kinds of special independesystems are introduced, which are called
the regular independence system and prefect indepee system. And a tree structure
about a special kind of independence systems @ngiwvhich is similar to the structure in
[20], that is, there exists a tree structure oebaxf independence systems on a same ground
set. Then the operations of the families of indelean sets of independence systems are
studied according to the operations of sets. Bindlie properties of operations of
independence systems on a same ground set arde@usiwhich are similar to the results
of matroids in [21].

Definition 3.1. Let (E,l;) and (E,l,) be the two distinct independence systems on the
same ground seE, |, and I, be the two distinct families of independent séten

(E, 1) is regular in(E,1,) if for each basisB, B(l,), there always exists a basis
B,0B(l,) suchthatB, [B,.

Definition 3.2. Let (E,I) be an independence system &n and {x} Ol for some
XOE. Then (E, 1) is called a perfect independence system if afyy X, I, then
X, goX,gr.

Then | is called a perfect family of independent sets(H,1) is a perfect

independence system, there is only one basis. Berfect independence system and its
basis are one-to-one correspondence relation.

Definition 3.3. Let (E,1,) and (E,1,) be two independence systems Bn If for any
element X 01, there exists at least an elemehtl |, suchthatX OY, then (E,I,)
is called a sub-independence systen{Efl,), denoted by(E, 1,) O (E,1,).

There exist finite independence systems on &fsgt E , so there is an inclusion
relationship between two or more independence mgstan E . This inclusion relationship
can be represented by a tree structure
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Example3.1. Let E ={1,2,3,4}, there are four independence systems as follows:

L ={0.{1}, {2}} . 1, ={0{1}, {2}, {3}, {1.2},{2,3},{1.3}} ,

I, ={0{1}, {2}, {3}, {1.2},{2,3},{1,3},{1,2,3}} , 1, =2".

Obviously, (E,1,) O (E,1,) O(E,I;) O(E,1,). It is easy to see thdtE, I,)
is regular in (E,1,) and (E,1;) and (E,I,), (E,I,) is regular in(E,1,) and
(E,1,), (E,I,) isregularin(E,1,). There exists the transitivity property among them

The perfect independence system is a special &imdatroids, which will be
introduced later. In Example 3.1E,1,) and (E,1,) are perfect independence systems
and also matroids. BU(E, ;) and (E,1,) are only independence systems.

It is known that there is a inclusion relationsbffihe sequence of these families
of independent sets, that i, U 1, U |, [ I,. The families of independent sets, 1,
and |, areregularinl,. The basesofl,, I, I, and |, canform atree structure, see

Fig. 1.

From the tree structure, the bases of the indeperdsystems have an inclusion
relationship among the families of independent .sét$ bases of the minimum
independence system are leaves of the tree phpédree structure of the inclusion relation
of the families of independent sets among indeparelsystems is discussed and some
properties are studied.

1, {1,2,3,4}
I {1,2,3}

I, {1,2} {1,3} \{2,3}
. {1}/ \{2} {1} {2}

Figure 1. The tree structure of independence systems

From the definition of a perfect independence esystit is easy to obtain the
following properties.

Property 3.1. The hereditary property holds in the family of épgndent sets for an
independence system.

Property 3.2. Let (E,1) be a perfect independence system. Thril X, | for any
X, X, 0l
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Example3.2. Let E={1,2,3}. Let |, ={0,{1}, {2}} , |, ={0.{1}, {2}, {1,2}}.
Obviously, {1} O{2} O1,, {1} O{2} Ol,. Then (E,1,) is not a perfect
independence system, b(E, |,) is a perfect independence system.

Property 3.3. A perfect independence system is a special kiratigh matroid.

Proof: Let (E,I) be a perfect independence system. Then the consliffi)(ii) of
Definition 2.1 hold in (E, ) . We only show that condition (iii) of Definition 2holds in
(E, ).

Suppose thatX;, X, O and | X, [|>|X,|. By the hypothesis, for any
xOX,\ X, we have X, O{x} O X, O X, OI, it implies that X, J{x} 01 . Hence,
(E,1) is a crisp matroid.

Therefore, a perfect independence system is aadp@nd of crisp matroid.

For example, the perfect independence syst&n2F) is a matroid, but not vice
versa.

According to the number of perfect independenctesys on a finite set and the

property of their bases, there also exists a treetsire about bases of the special kind of
matroids.

Example 3.3. For E ={1,2}, there exist three perfect independence systems:

L, ={0{1} 1 ={042}}, 1, ={0.{1} {2}, {1.2}}.
For E, ={1,2,3}, there exist seven perfect independence systems:

L, ={0{1}}, 1, ={0.{2}}, 1,,={0,{3}, [1,={0{1},{2},{1,2}},
s ={0.{1}, {8}, {1.3}}, 1, ={00.{2}, {3}, {2,3}},
1, ={0.{1}, {2}, {3}, {1.2},{2,3},{1,3}, {1,2,3}}.

Then their tree structures can be constructedg®. F

The tree structure of three perfect independeysteis onE, is on leftin Fig.2

and the tree structure of seven perfect indeperdgystems ork, is on the right in Fig.2.

Every element of the tree structures is a basia pérfect independence system. Each
element and its subsets form a perfect independarstem in the tree structure.
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{1,2,3)

{12} P Ny
/ \ {1,2} {2,3} {1.3}
/N /N /N
{1 2y v 2o oo @

Figure 2: The tree structures of perfect independence sgstem

Property 3.4. Let E be a finite set with E|=n and | be the set of all families of
independent sets o . Then, whenn=>1, the number of perfect independence systems
on E is 2"-1,ie, |I|=2"-

Property 3.5. If (E,1) is a perfect independence system, then it hasamdybasis.
Proof: Assume thatB, and B, are bases of a perfect independence systent) , then

B=B,0UB,Ul . Itis contradiction withB, and B, which are bases. Hence, there is

only one basis for a perfect independence system.
The following theorem and its corollary studied26] are introduced.

Theorem 3.1. Suppose thatE,l,) and (E,l,) are the two different independence
systems onE, then (E, |, n1,) and (E,l,01,) are alsoindependence systemsfon

Corollary 3.1. Let (E,I,)(i =1,2,--,n) be different independence systems on a finite

n n
set E, then (E,Uli) and (E,ﬂli) are also independence systemsknThat is, the

i=1 i=1
union or intersection of finite families of indemkmt sets onE are also families of
independent sets.

Next, the properties of the sum and direct sufindé independence systems are

studied, which are similar to matroids [22] and][Zrstly, we introduced Theorem 3.2
which is studied in [26].

Theorem 3.2. Let (E,I,) and (E,l,) be two independence systems Bnand let
[,+1,={AOB|AOI,BOI,}.

Then (E, I, +1,) is an independence system.

Definition 3.4. (E,l,+1,) defined in Theorem 3.2 is called the sum(&,|,) and
(E,1,).1f I,n1,={0}, thenthe sumof E,1,) and (E,l,) is called the direct sum,

11
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denoted by(E,I,) O (E,1,) =(E,I1,01,).

Now, we study the properties of the sum(&,1,) and (E,l,) below.

Theorem 3.3. Let (E,I,) and (E,1,) be two independence systems Bn suppose
(E,1,+1,) is the sum of (E,l,) and (E,I,) . Then r(l,)<r(l,+1,) and
r,(I,)<r(l,+1,), wherer,r,r, are the rank functions ofE, 1, +1,),(E,1,),(E,I,)
respectively.

Proof: Let A be a basis of E,l,) with maximum rankr,(l,). Suppose(E, I, +1,)

is the sum of(E, I,) and (E,I,).Obviously, A= AOOOI, +1,. Hence, There exists
a basisB of (E,I,+1,) such thatA B. It implies that| AK|B|<r(l,+1,). Note
that | Al=r,(l,). Thenr () <r(l,+1,).

Similarly, r,(I,)<r(l, +1,).

Theorem 3.4. Let (E,l,+1,) be the sum of two independence systéi|,) and
(E,1,). Suppose that,(l,) <r,(l,) =r(l,+1,), wherer,r,r, are the rank functions
of (E,I,+1,),(E,1,).(E,l,), respectively. Then

(i) f A is a basis of(E,l,) with maximum rankr,(l,), then there exists a
basis B of (E,l,) with maximum rankr,(l,) suchthatAOB.

(i) (B, 1,) =(E,1,+1,).

Proof. (i) Assume that for any basiB of (E,I,) with maximum rankr,(l,), AOB
does't hold. Then there existxUA such that xUB . It follows that
|ACB|>|B|=r,(l,) . Moreover, AODBOI, +1,. Then |AOB|<r(l,+1,). Thus,
r(l,+1,)>r,(l,). This is contradiction withr,(I,) =r(l, +1,) .

(i) Obviously, I, O I, +1,.

On the contrary, for anyAlll, +1,, there existBLI,,NUI, such that
A=BON . Then there exists a basS[l; with maximum rankr,(l,) such that
BOC. From (i), there exists a basMl I, with maximum rankr,(l,) such that
CUOM . It follows that BLOM . It implies that A=BONDOM ONUOI,. Then
AOl,. Thus |, +1,01,.

Therefore, |, =1, +1,,i.e, (E1,)=(E 1, +1,).

Theorem 35. Let (E,I, +1,) be the sum of two independence systeffsl,) and
(E,1,). Thenany basis ofE, I, +1,) can be denoted b}l I N , where M is a basis
of (E,l,) and N is a basis of(E, 1,) .

Proof: Let A be a basis of(E,l, +1,), then A=A OA, and AOI,A0Ol,. It

12
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implies that there exist respective badds and N of I, and |,, such thatA UM
and A, N . It follows that ADM ONUOI, +1,. Note that A be a basis of
(E,1;+1,), Hence, A=M O N.

Note that the upper Theorems are similar to tlsellte in matroid theory. It is
easy to obtain the following property accordingteorem 3.5.

Corollary 3.2. Let (E,I,01,) be the direct sum of two independence sys{éml,)
and (E,1,) . Suppose thaM is a basis of(E,l, 1,). Then M can be denoted by
N O (M\N), where N isabasis of(E,l,) and M\ N is a basis of(E, I,).

Remark 3.1. The difference of the families of independencetesys may not be an
independence system. Suppddg, |,) and (E,l,) are the two different independence

systems onE . If I, nl,={0}, then l,-1, =1,-{0}, I,-1,=1,-{0}, then
(E.(1,-1,)0{0d}) =(E,1,) and (E,(I,—-1,)0{0}) =(E,l,) are independence
systems.

But when |, n|, #{0J}, the results don't hold. For examplg ={1,2,3},

1, ={0.{1}} 1, ={0.{1}, {2 1,={0.{1}. {2}, {12}  and
L={001 8L 3 . L-L=2) L -, ={12) and
[,—1;={{3}, {1.3}} . Then (E,(I,-1,)0{0}) is an independence system,
(E,(I,-1,)0{0}) and(E,(I,—-1,)0{0}) are notindependence systems.

2.2. On thedifferent ground sets
In this section, we will discuss the intersectionion, sum and direct sum of independent
systems when the ground sets are different.

Theorem 36. Let (E,l,) and (E,,1,) be two independence systems, then
(E,OE,,1,01,) is still an independence system.

Proof: Let (E,I,), (E,,1,) be two independence systems, then the two fanulies
independent set$,, |, satisfy the hereditary property on the respegioeind setE, E,

, respectively. Now we prove the s¢f[11l, is a family of independent sets. Let
A0l 0O1,, then AOl, or AlI,. Let Alll,. Becausel, is a family of independent
sets, from the hereditary property of independesystem, for anyB [J A, we have
BUI,. It follows that BU1, LI 1,. Hence, I, U |, is an independent set. Therefore, the

set system(E, O E,, 1, 01,) is an independence system.
From the above property, the following corollagnde obtained.

Corollary 3.3. If (E,I,)(i =1,2[l[n) are independence systems &, E,,---,E

1 n’
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n n
respectively. Then(| JE;,[ JI;) is an independence system.

i=1 i=1
Next, we discuss the sum of independence systartiseddifferent ground set.

Theorem 3.7. Suppose tha(E;, |;) and (E,,l,) are two independence systems. Let
I, +1,={A0OB|AOI,BOI}.
Then (E,0 E,, I, +1,) is an independence system.
Proof: Let AUl,+1, and BO A. Then there existA Ul, and A, U, such that
A=ADOA, . It follows that BOAOA,. Let B =B\ A, and B,=B\ A, then
B.OA and B,OA, and B=B UB,. By the hypothesis and the definition of
independence systen, U1, and B,01I,. Then B UB,Ul, +1,, i.e, BOI +1,.
Therefore, (E, 0 E,, I, +1,) is anindependence system.

From Theorem 3.7, the sum of two independencesysis defined and the its
properties are studied.

Definition 3.6. Supposel, +1, is defined in Theorem 3.7. ThefE, O E,, I, +1,) is
called the sum of E, 1,) and (E,,1,), denoted by
(En1)+(E, 1) = (B OE, 1, +1,). 1f EnE, =0, then (E,0E,I,+1,)
is called the direct sum ofE,1,) and (E,,!,), denoted by
(EL1)U(E, 1) =(EUE,1,01,).
It is easy to see that, I, +I, and |, I, +1,. When two families of

independent set$,, |, are given, the family of independent sétsof the direct sum is
determined. Next, the properties of bases and rahkse sum are introduced. Note that
for the different ground setk, and E,, r(l,) should be treated in the unidg (1 E,.

Theorem 3.8. Let (E;,I,) and (E,,l,) be two independence systems Bn and E,,
respectively. Suppose that(E OE,,I,+1,) is the sum of them. Then
r()<sr(,+1,) and r,(l,)<r(l,+1,), wherer,r,r, are the rank functions of
(EEOE, I, +1,),(E,1).(E,,1,), respectively.
Proof: Let A be a basis of(E,l,) with maximum rankr(l,) . Suppose that
(E,.OE,,I,+1,) isthe sum of(E,l,) and (E,I,). Obviously, A= AOOOI, +1,
. Hence, There exists a badgs of (E L E,,|, +1,) suchthatAll B. It implies that
|AK|Blsr(l, +1,). Note that| A|=r,(1,). Thenr,(I,)<r(l, +1,).

Similarly, r,(I,)<r(l, +1,).

14
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Theorem 39. Let (E OE,,I,+1,) be the sum of the two independence system
(E, 1) and (E,,1,). Then any basis ofE, U E,, |, +1,) can be denoted bl O N
,and M is abasis of(E;,l,), N isa basisof(E,,l,).

Proof: Let A be a basis of E, I E,, I, +1,),then A=A UOA, and A UOIl,A 0l,

. It implies that there exist respective badéds and N of |, and |,, such that

A UM and A, UN. Itfollowsthat AUM ONUOI, +1,. Note that A be a basis of
(E,1;+1,), Hence, A=M ON.

From Theorem 3.9, the following property can bawied.

Property 3.6. Let (E,0JE,,I,01,) be the direct sum of the two independence system
(E, 1) and (E,,1,). Suppose thatVl is a basis of(E, O E,,I, 01,). Then M can

be denoted byN O (M \N) and N is a basis of(E,l,), M\N is a basis of
(E, 1)

Theorem 3.10. Let (E UE,,I,+1,) be the sum of the two independence system
(E, 1)) and (E,,I,) and AOEUE,. Then A is an independent set of
(E,OE,,I,+1,) ifand only if An E, and An E, are independent sets ¢E, |,)
and (E,,l1,) respectively.
Proof: (Necessity) SinceAU E [ E, is an independent set ¢E, U E,, I, +1,), then
AOIl, +1,. It follows that there existA Ul,, A, Ul, such that A=A UA,. Then
A,A, are the independent sets dfE,I,),(E,,l,) , respectively. Obviously,
AnE =A,AnE, =A, aretheindependentsets(,,1,),(E,,|,), respectively.
(Sufficiency) Suppose thatAUE UE, and AnE and AnE, are
independent sets of E,l,) and (E,,1,) , respectively. ThenAn E I, and
AnE,Ol, . 1t follows that (AnE)UO(AnE,)0l +1, . Note that
(AnE)O(ANnE)=An(EUE,)=A. Then A0l ,+1,. That is, A is an
independent set ofE, U E,, 1, +1,) .

From Theorem 3.10, it is easy to get the followimgperty.

Property 3.7. Let (E O E,,1,+1,) be the sum of the two independence system
(E,l,) and (E,I,) . Suppose r,r,r, are the rank functions of
(EEOE, I, +1,),(E,1).(E,,1,) , respectively. Then for anyAOEUE, ,
r(A<r(AnE)+r,(AnE,).

Proof: For any ALl E U E,, let B be the maximal independent set contained/Ay

15
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i.e.,, BOI,+1, and r(A) =r(B) =|B|. Then from Theorem 3.10Bn E I, and
Bn E,Ol,. It follows thatr,(Bn E)=|Bn E;| and r,(Bn E,)=|Bn E,|. Note
that |BNnE|[+|BnE,R|[(BNE)O(BNE,)|=Bn(E UE,)|=B|. Therefore,
r(A<r(AnE)+r,(AnE,).

From Property 3.7, we can obtain the followingatiary.

Corollary 34. Let (E 0 E,,I,01,) be the direct sum of the two independence system
(E,l}) and (E,I,) . Suppose r,r,r, are the rank functions of
(EOE,, 1, OL),(E,1),(E,1,) , respectively. Then for anyAOE UE, ,
r(A)=n(AnE)+1,(AnE,).

The previous properties is about the union of petelence systems. Next, we
discuss the intersection of independence systems.

Theorem 3.11. Let (E,l,) and (E,,l,) be two independence systems. Then
(E,OE,, I, nl,) is still an independence system.
Proof: Obviously, I, n |, is the family of subsets of, UE, . Let ALll, n |, and
BUA. Then All, and AUI,. From the definition of independence system, wesha
that BUI, and BOlI,. It follows that BLI1, n 1.

Therefore,(E, U E,,l, n 1,) is still an independence system.

The following corollary can be obtained from Theor3.11.

Corollary 35. If (E,I,)(i=1,2,--,n) are independence systems &),E,,---,E

1 n’?

n n
respectively. Then the intersection of the indepeice systemiUEi ,ﬂli) is still an
i=1 i=1
independence system.

3. Conclusion

Independent structure plays an important role imyneathematical branches. The
properties of independence systems are of greatfis@nce for matroid structure and
many properties of matroid can be extended to iedéence systems. In this paper, some
operations such as intersection, union, sum arettdgum of independence systems are
considered. The tree structure of independencersgsis proposed and studied. Next, we
will continue to study the structure and similastibetween the independence system and
the topology. The properties of the independenstesys can applies to topology.
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