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Abstract. Better accessibility and availability of data ale tevergreen aspects to be
focussed during the design phase of Distributeciete environments. The accessibility
is achieved by means of optimal allocation of fragis into the sites whereas, the high
degree of availability attained with better replion strategies. However, the Data
Allocation Problem (DAP) incorporates the both AblBtion and Replication
methodologies. This paper proposes a methodologRéallocation and Replication of
fragments in Peer-to-Peer Distributed Database remvient using Ant Colony
Optimization (ACO) principle, namely, Ant Colony @mpization based Data Allocation
Strategy (ACODAS). ACO algorithm is a meta-heucistorks with swarm intelligence
technique. The experimental results show that A@Sel reallocation and replication
methodology improves the ratio of successful qgetiean the initial allocation of
fragments.

Keywords: Ant colony optimization algorithm, accessibilityyalability, data allocation
problem, peer-to-peer distributed databases, i&itm, replication

1. Introduction

Higher degree of parallelism and improved availgbiks well as accessibility are the
promising characteristics of Peer-to-Peer Distellubatabase Systems (P2PDDBS). The
P2PDDBS are more compatible not only with deceiatel nature and ability to store
growing volume of data, but also help to serve dberies in an effective manner[14].
Accessibility and availability are the importantpasts to be addressed by any of
P2PDDBS environment [11]. These aspects improveQS factors like fault tolerance,
guery execution time and possibilities for recovekgcessibility is achieved by means of
better allocation scheme and better replicatiomisehleads to accomplish high degree of
availability. Particularly, this paper considersalR@cation of fragments to appropriate
places. Reallocation can be considered as an ederapproach of allocation.
Reallocation can tune-up the process of allocatmw enhances the performance.
Reallocation can reduce the drawbacks of allocadiot increases the success ratio by
allocating the fragments into appropriate siteg, Vignich, reallocation requires the
performance analysis data of initial allocation. nele, the number of frequent
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transactions tried to access the particular fragrfrem the particular site is considered
as the performance analysis data of initial allocatThe main objective of this paper is
to propose a methodology using Ant Colony Optimiarat(ACO) for deriving Data
Allocation Strategy focusing on reallocation angbli@tion, namely, ' Ant Colony
Optimization based Data Allocation Strategy' (ACOB)A The simulation result, that
isincreased number of successful transactions ihéral allocation, justifies the
effectiveness of ACODAS based reallocation andcation.

2. Literature review

This section of the paper states the related withrlts are stimulated to do research on
reallocation and replication methodology. Allocatits the next phase that follows
fragmentation in Distributed Data Base Systems (SPHRlesign. Better allocation
schemes results in high degree of accessibilitye Tdllowing section describes the
heuristic methodologies used for allocation andl@eation of fragments to the sites in
DDBS.AdI et al. [14] have coined a heuristic altjum for fragment allocation which is
based on the ant colony optimization scheme tomiba the total transaction response
time under memory capacity constraints of the sithgang and Chen [16] proposed a
simple and comprehensive model for a fragment afloo problem, also developed two
heuristics algorithms to find an optimal allocatiohthe fragments.Basseda et al. [13]
introduced the fuzzy inference engine to the exgstNear Neighborhood Allocation
(NNA) algorithm and studied the performance improeat of new Fuzzy Neighborhood
Allocation method. Hauglid et al.[8] proposed aadamralized approach for dynamic
table fragmentation and allocation in distributedatbase systems based on observation
of the access patterns of sites to tables. Thenkatation, replication, and re-allocation
based on recent access history, aimed at maximitiegnumber of local accesses
compared to accesses from remote sites.Virk et2dlproposed a Genetic Algorithm
based probabilistic approach to find near optimaginentation plan for selecting the
various nodes or sites for placing recursivelyuesdically fragmented data attributes.Ali
et al.[2] used the vertical fragmentation technigleng with a two-phase allocaton
method for fragmentation and allocation in relagioBistributed Databases in order to
minimize the communication cost and query respotisge. With the help of
communication and update cost values for each itdid fragments, Abdalla [7]
proposed a methodology for re-allocation of fragtmefosun et al. [15] compared the
heuristic algorithms for fragment allocation by éfwved Genetic Algorithm principles
and proposed a Data Allocation methodology based Quradratic Assignment
Problem.Availability of the resources is the thmiyifactor in the field of distributed
computing. During the recent years, enormous amfmmises were given to generate
methodologies for replication in Distributed Datad&ystems. The research community
were categorized the focusing area as generalsissualability, Snapshot isolation (Sl)
and middleware based replication methodologies. Agrthese aspects this paper focuses
on general issues in selective replication. Thiofohg section expresses the views of
the related works on replication. A book chapteittem by Bettine et al. [3] narrates
how transactions are executed in a replicated enwient and illustrated the design
alternatives using a two-step approach. A bookatedrby Alfranio et al. [1] toaddresses
the architectural and integration challenges on heguired functionality is provided by
generally available software components and afsataatical challenges raised between
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performance assumptions and actual environmentgdh workloads.Xhafa et al. [6]
proposed a replication methodology for documemscaired as XML files in Peer-to-
Peer systems.

3. Initial allocation strategy
The following ‘Accounts’ relation [4] is taken fohe initial allocation of fragments to the
sites of the Clusters [4]. Table 1 depicts thdahallocation to sites of four clusters [4].

ACCOUNT | CATEGOR | CUSTOME DATE BALANC [ REGION | SIT | CLUST
NO Y RID E E ER
1 A C1 11/1/1¢ | 2100( R1 1 1
10 A C1c 9/4/1¢ 7800( R1 1 1
3 B C3 2/2/1¢ 1800( R1 3 1
6 C C¢ 15/3/1¢ | 5200( R1 6 1
8 D C8 28/3/1« | 1150( R1 10 1
2 B C2 21/1/1« | 1350( R2 2 2
12 B Ci1z 18/4/1« | 1180( R2 2 2
7 E C7 18/3/1« | 3800( R2 5 2
4 C C4 8/2/1¢ 2200( R3 4 3
9 A CS 4/4/1¢ 1680( R3 7 3
5 D Ct 24/2/1¢ 320 R4 8 4
11 B C11 11/4/1¢ | 2300( R4 9 4

Table 1: Initial allocation to sites in clusters
The Table 2 explains the allocation of fragmentshim initial stage in clusterl,
this allocation is done based on assumption.

SITE ID FRAGMENT ID
S1 f1
S¢ f2
SE f3
S1( 4

Table 2: Initial allocation of fragments to cluster 1

Cluster 1 consisting of four sites [4] hence foragfments are derived and allocated
subsequently.

3.1. Criteria for using heuristic algorithms to sole dap

The performance of any DDBS environment is direptigportional to the efficiency of

the way the data are allocated to the sites. Hetheedata allocation problem can be
categorized within resource allocation problems clvhare defined as ‘optimization
problems with constraints' [10]. Therefore, in artteachieve a suitable solution for the
allocation problem within an acceptable computatione, the most of the related
proposed algorithms [12,14] are concerned with ubage of heuristic algorithm and
evolutionary algorithm such as, ACO and Genetioutlgm for solving DAP.

189



An Optimized Strategy for Data Allocation in Pear-Peer Distributed Databases

Most of the existing heuristic algorithms are greeshes, and only recently, the
stochastic algorithms such as genetic algorithr2$ §hd swarm intelligence [14] have
been widely usedfor solving DAP. One of the mogh#ficant advantages of stochastic
algorithms is their scalability. After analysing st@f the heuristic approaches, we find
that, the Swarm intelligence technique is possgdsia characteristics to solve DAP. In
particular, due to the scalability nature and #piid produce near optimal solution, the
ant behaviour based algorithm [5] isthe most dblraandidate to solve DAP than
genetic algorithms.

3.2.Problem definition of acodas
The facts gained from the earlier sections of plaiger have given motivation to use ACO
for solving DAP. ACO is a meta-heuristic inspired the behaviour of real ants that
cooperate through self-organization [5]. For usk@O, a very important aspect called
Artificial Pheromone Factor (APF) to be formulat&this Pheromone factor is actually
inherited from the behaviour of real ants. A substacalled Pheromone is deposited on
the ground while ants are foraging. Pheromonestiaié formed on the ground by this
way which also reduces stochastic fluctuationdatinitial phases of search. The shorter
trails will be used more frequently by ants andytlygin more pheromone.A two-
dimensional cost matrix is to be formulated for iempenting the ACO to find optimal
places for fragment reallocation. For which, théper considers, the number of frequent
transactions tried to access the particular fragnfesm the particular site as a
Pheromone substance.

To determine the APF, the following probabilistim€tion [9] as in equation 1 is

usedizn: Pi :M (I)where m =1 ... n and K, h are constants, Scatds

i1 j=1 Z(Sm"' K)"
the sites When applying the equation 1, it is pmesio measure the number of
transactions trying to access a fragment fromeg #ie resultant value can be considered
as the cost for constructing the cost matrix. B@naple, B; indicates the APF (i.e., total
number of frequent transactions tried to accespéngcular fragment from the site) of
site 1 on fragment 2. The following Table 3 shokes structure of a cost matrix.

site
Fragmen
fq P11 P12 Pim
f, P21 P2> Pom
fn Pnl F)n2 an

Table 3:Formation of cost matrix based on APF
The cost matrix as shown in Table 3 is attainedahyAPF update table, which is
formulated for every site of the cluster that measwoccurrences the transactions from
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that site for a particular fragment. The table shbws the model of APF update table for
one site and four fragments stored in four diffeses of a cluster,

Site
Fragme S1
fl 8
f2 18
3 6
fa4 5

Table 3.1: APF update table for Sitel of cluster 1

This paper also derives another formula for meagutie ratio of successful queries, as

indicated in Equation 2,

Ratio of successful queries =(CT)
.M

transactions}y"(T) = Total number of transactions

(2)WhereZ(CTs) = Sum of cost of successful

3.3. Experimental results and findings of acodas

This section describes the experimental results findings on reallocation and
replication of fragments by using ACODAS. This papekes Clusterl [4] with four
fragments and four sites. Here the total transastineasured are 160. The table 4 shows
the cost matrix of cluster 1.

site
S S S | Swo
Fragmen
fq 8 12 10 10
f, 18 10 7 5
fa 6 20 6 8
f4 5 17 8 10

Table 4: Cost matrix of Cluster 1
In Table 4, the value 17 indicates the APF valusitf S for fragment £, which means
that there were 17 transactions tried to accegsnieat f from the site $and this can be
considered as the cost to form the cost matrix.
The initial allocation of fragments is indicated irable 5 by encircling the
respective costs. By applying Equation 2 on thedetl costs, the Equation 3 shows the
success ratio with initial allocation,
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site
S S S Sio
Fragme
f, 8 12 10 10
f2 18 .10 7 5
f 6 20 6 8
f, 5 17 8 10

Table 5: Initial allocation and successful transactions offdr :

. 34
Success ratio =—= 21.25% = 21¢ 3)
160

(Initial allocation)
Applying ACODAS into the Table 4, the Table 6 shothe suggestions
ACODAS for reallocation of fragmen

site
S S S Sio
Fragmen
f1 10 10
f2 7 5
f3 6 8
f4 8 10

Table 6: ACODAS suggestions for reallocation of fragments and retsgesuccessft
transactions incluster 1
The principle of ACODAS suggests that to realloctite fragments into tt
places which are having high APF value. Applying Bruation 2 on the selected cc
of Table 6, the Equation 4 narrates the success watih optimized reallocation based
ACODAS.
Success ratio of Reallocatior 67 = 41.87 % = 42% (4)
160
(Based on ACODAS)
Replication is done to improve the performance bgans of strengthening t
availability of data. This paper utilizes the sélex replication mechanism, which
highly appreciated in n-redundant data allocation methodologies. Replinagimces:
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consders the both places, that is the places of irdtil@cation and suggested places
ACODAS. The Table 7 depicts the optimized placesdplication of fragment

site S
S S Sio
Fragmen

f; 48 A% 10 10

f 1

| 0 7 5
NSy

fa 6 26 8
o

fa 5 P8 10

Table 7: ACODAS suggestions for optimized replication anspextive successf
transactions incluster 1
Applying the Equation 2 on the selected costs oblda7, the Equation
describes the success ratio with optimized rejtinaisingACODAS.
Success ratio of Replication191 = 63.12% = 63% 5)
160
(Based on ACODA¢

3.3.1. Interpretations

In the following section, the QoS parameters sig;tBaccess ratio, Resource utilizati
Load balancing and Scalability are analyzed based opldeements of fragments list
in Table 8 and the findings as given in Equati@)s(4) and (5). The following Table
is showing the placements of fragments in bothah#llocation and ACODAS bas
optimized reallocation.

SITEID FRAGMENT_ID FRAGME_NT ID
Initial allocation |Reallocation with ACODAS
S f; --
Ss fa --
Ss f3 f1, f3, T4
Sio f4 f,

Table 8: Fragment placements with initial and ACODASbasedloeatior
By analysing the Equations ((4) and (5), the ACODAS produces better suc
ratio than initial allocation. From Table 8, itfsund that, the ACODAS leaves cert;
sites without assigning the fragments. Hence, ti®BAS gives unsatisfactory resu
against the QoS parameters, sias, Resource utilization and Load Balancing.
scalability of the proposed methodology is studigdconducting various experimel
and the results are explained in the following €&tk
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Number of | Total number Success ratio (%)

Fragments of Initial ACODAS ACODAS
& Sites | Transactions | gjlocation | Reallocation Replicatior

5 30 18 39 65

10 80 20 45 78

15 12C 21 35 68

25 18C 30 62 88

30 20C 40 59 88

Table 9: Experimental results to test the Scalability of ACAS
The results displayed for ACODAS ba reallocation and replication in Table
clearly explained the scalability nature of ACODAe results show the ability of tl
ACODAS to produce consistency upon the various expmtations ranges from
transactions to 200 transactions. The Figurlearly explained the scalability nature
ACODAS.

ACODAS - Scalability

o
o

Success Rugtlo in %~
o
b4
(o)
= Q,
© Q,
=\ %
2 »
oo
Q
(<]
kS
2

Figure 2: Scalability of ACODAS

4. Conclusion
This paper concentrated on the issues of dataadiigty and data accessibility in P:
Distributed databases. This is an optimized modelréallocation and replication
fragments. This methodology is proposed using Antoly Optimization algorithrr
namely,ACODASThe process of finding APF to formulate cost matising APF updat
table is explained. Based on the principles of AGI@ reallocation and replicatit
procedure explained. The investigation of QoS patars againsACODAS are analysed
ard the results are tabulated and graphically reptede TheACODAS gives good
results in success ratio and scalability, but, rdsults for resource utilization and Ic
balancing are not satisfactory. Due to the rheuristic nature of ACCACODACS s able
to produce only near optimal soluti

The future work may consider this issue and resblv@roposing another Da
Allocation Strategy using proven optimization teicjues
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