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Abstract. This thesis presents a novel approach for solsysems of real Neutrosophic
linear equations using the Successive Over-Retax§80OR) method. Neutrosophic logic,
which incorporates the elements of truth, indetaemy, and falsity, provides a
comprehensive framework for addressing data thaurisertain, inconsistent, and
incomplete. By adopting the SOR method, an itegatechnique traditionally used for
solving linear equations, this research effectiie@yndles the unique characteristics of
Neutrosophic numbers. The modified SOR methodj@rausly analyzed for convergence
properties and its effectiveness is demonstrateditfh numerical experiments. The results
indicate that the adapted SOR method is a robustreiable tool for solving complex
Neutrosophic linear equations, contributing sigifitly to the field of numerical methods
and expanding the applicability of Neutrosophidddg computational mathematics.
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Abbreviation Meaning
MNFM Set of all NFMs of ordem x n
MNFM Set of all NFMs of orden x n
MENM Set of all FNMs of ordem x n
MFNM Set of all FNMs of orden x n

MR, Set of all real matrices of ordet x n
MR Set of all real matrices of orderx n
Mz Set of all ReNM of ordem x n

Ml Set of all ReNM of orden x n

1. Fundamentals of neutrosophic sets and numbers

1.1. Introduction

After the development of the fuzzy set (FS) theangny problems with non-random
uncertainty are tackled using this theory. Whiltvieg these problems, the researchers
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observed that there are many cases where FS @ifficient to find the answer. In 1983
[2], Atanassov introduced an intuitionistic fuzat ¢§IFS), a very good extension of FS. A
beautiful insight of IFS is that it incorporatesotyyarameters known as membership value
and non-membership value. There is a restrictiothese values, their sum is less than or
equal to 1. If the sum is exactly equal to 1 fomaémbers, then there is nothing new in
IFS, in this case, IFS becomes FS. Basically, iE&@swith the problems when FS fails to
solve them or the available information is not might to explain/solve the problem
completely.

Sometimes it is also seen that in some cases |Ir& isufficient to explain some
problems due to incomplete, inconsistent and imdetate information. To tackle such
types of problems, Smarandache [39, 40, 41, 42p#fRjosed a new concept known as
Neutrosophic sets (NSs) which is characterized lmget quantities such as truth
membership functiont], indeterminacy membership functiai) &nd falsity membership
function (f).

This theory has been found extensive applicatiomaimous fieldsc10ye14 for
dealing with indeterminate and inconsistent infdiora in the real world. The NS
generalized the concept of classical fuzzy se¢riat-valued FS, IFS and, so on. Taking
into account the NS, several authors worked ondifferent branches, viz. interval
neutrosophic set [46, 48], generalized neutrosopdiicset [5], etc. After that, some others
became more interested in NS and developed NFNhegeith its corresponding matrices
[9].

In 2010, Wang et al. [48] introduced the concepa gingle-valued neutrosophic
set (SVNS) in which all these three quantitiesiimdependent, i.e. these values can express
independently. All these quantities described ey VNS are closely related to human
thinking due to the imperfection of knowledge timatman receives or observes from
external sources of information. For details arsteyatic information about neutrosophic
sets, numbers and matrices see [29].

Some authors mentioned that NS is an extensio8 affel IFS and they mentioned
three quantities of NS as membership function, temeinacy function and non-
membership function. For this representation, N&niextension of IFS. But, when each
element of NS consists of three quantities, viathtr membership function (t),
indeterminacy membership function (i) and falsitgmbership function (f), then it is not
appropriate to say NS is an extension of IFS, bssalFS is characterised by
membership/acceptance and non-membership/non-accepfunctions only. Note that
acceptance/membership value is not the same asvirlite. To explain it, let us consider
the statement "God is present everywhere". Somelmeepts” this statement by their
own faith or faith is coming from their ancestorvathout deep thinking or with/without
proof. Whereas to say the statement is "truth"dsesmme evidence or solid proof. So
“truth” is a hard concept while “acceptance” isoft dea.

In 2006, Samrandache [43] generalized the IFSttarescendental logic, called
“neutrosophic logic", where the unit intervil, 1] is exceeded, i.e. the percentage of truth,
indeterminacy and falsity are approximated by niamdard subsets which may overlap
and exceed the unit intervfd,1] in the sense of non-standard analysis; also theri&u
sums and inferior sumy,, = sup t +sup i + sup f €]70,3*[ may be as big a3 or
3*, while ny¢ = inft +infi + inf f €]70,3"[ may be as small a8 or ~0. In NS,
there is no restriction oty i, f other than they are subset of non-standard ut@tval
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]170,1*[. Thus “0 <inft + infi + inf f < supt +sup i+ sup f < 3*.
Some propositions like paradoxes can be nicelyatarized by NS, while IFS fails to
describe it.

Here, we assume that each elements of a NS is atedrad by truth
membership function (t), indeterminacy membership function (i) and falsity
membership function (f), and all these quantities are independent. Alsoconsider
only standard intervals, because there are sorfieutties in non-standard intervals.

2. Neutrosophic number
Samrandche first proposed a conceptetitrosophic number which consists of the
determinant part and the indeterminate part.usisally denoted bW = a + bI, wherea

and b are real numbers andis the indeterminacy such that =1,1.0 = 0 and§ is

undefined. We calN = a + bl as a pure neutrosophic numbeuif= 0.

For example, we consider a neutrosophic nuntber 7 + 21. If 1 € [0,0.02],
then it is equivalent taV € [7,7.04] for N = 7. This means the determinant part7is
whereas the indeterminacy part2s for I € [0,0.04], which means the possibility for
numberN to be a little bigger thaf.

Note that this number looks like a complex numbeit, see that herg = I, not
—1 like a complex number.

The three basic operators defined on neutrosaplmebersP = p; + g,/ and
Q = p, + q,I are as follows:

(') P+Q=(p1+p2)+ (q1+92)!

(i) P=Q=(p1—p2) + (a1 —q)!

(i) PXQ =p1pz + (P192 + 12 + q192)]

In real neutrosophic algebra, we denfiteas the neutrosophic field over some
neutrosophic vector spaces. We call the smallekt fienerated by U I or K(I) to be
the neutrosophic field for it involves the indeta@macty factor in it, wherd has the special
property thati =I,1 +1 =1 andift € K be some scalar thenl/ = t/,0.1 = 0. Thus,
we generally denote neutrosophic fiHql) generated bk U I, i.e. K(I) = (K U I).

3. Methods for solving linear equations

Classical Methods

» Gaussian Elimination: A direct method for solving linear systems by sfanming the
matrix into an upper triangular form.

» LU Decomposition: Factorizes a matrix as the product of a lowentyidar matrix and
an upper triangular matrix.

* Iterative Methods:If the system of equations has a large number dbizs, then the
direct methods are not much suitable.

In this case, the approximate numerical methodsused to determine the
variables of the system.

The approximate methods for solving system of lirepuations make it possible
to obtain the values of the roots of the systenh Wit specified accuracy as the limit of
the sequence of some vectors. The process of gotisty such a sequence is known as the
iterative process. Include Jacobi and Gauss-Seigdhods, which iteratively refine the
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solution.
The successive over-relaxation (SOR) is an itezatiethod that improves upon
Gauss-Seidel by introducing a relaxation faetoto accelerate convergence.

4. Real neutrosophic matrix (RNM)

A neutrosophic matrix over real numbers is a gdization of classical matrices that
allows for the representation of uncertain, indeieate, and contradictory information. It
extends the concept of classical matrices by irmatphg three componentstruth-
membership, indeterminacy-membership, and falsity-rambership.

This matrix looks like a complex matrix, but seeattthere I represents
indeterminacy, not complek= v—1. Also, I"* = I for all positive integem, which is
not true for complex numbers.

In a neutrosophic matrix, each element can takthge values representing its
degree of membership to truth, indeterminacy, atslty, respectively. These values are
typically denoted byr', I, andF.

Here we consider the neutrosophic matrix overmaaibers based on the work of
Smarandache. So it is referred to as a real neyghicmatrix and is abbreviated by RNM.
For details of this matrix see.

The neutrosophic number over the field of real/clexpumbers is defined in the
form a =a; + byl , where a,,a, are real or complex numbers ard is the
indeterminacy.

An RNM is defined as in FNM, i.e. of the ford = M, + M,I whereM; and
M, are real matrices. The set of real matrices afiond x n is denoted byM'R, and that
of ordern x n by MR. The identity RNM of orden x n is denoted byJ,,, all diagonal
elements are 1 and all other elements are 0. Thamdiidentity matrix of ordeB x 3 are

0 0 O 1 0 0
O;=|0 0 OlandUz;=(0 1 O
0 0 O 0 01

5. Basic operation on real neutrosophic matrices
If M =M; +M,I andN = N; + N,I are two Real Neutrosophic Matrices. Then
Addition:
The addition define as:
Subtraction:
The subtraction define as:

M —N = (M; — Np) + (My — Np)I
Multiplication:
The multiplication define as:

MN = (MlNl) + (M2N1 + M1N2 + M2N2)I
In this caseJN = I? = I, for any positive integen

Division:
For divisionM /N = (M, + M,1)/(N; + N,I)
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(My + M,I) = ANy + (AN, + BN; + BN,)I
Comparing both sides,
M, = AN;A = M, /N,
and, M, = AN, + BN; + BN,
M, = (M,/N;)N, + BN; + BN,
M; — (My/N;)N; = B(N; + N,)
B = (M — (M;/N;)N3)/(Ny + N)

Therefore
M;iNp

_ M Mz Ni
A+IB—N1+ NL+N, I

So, M/N =2 4 Mela= My
Ny Ny (N1+N7)

Inverse
Let M = M; + M,I be a real neutrosophic matrix ardy, M, € M;}X. Then M is
invertible if and only ifM; and M; + M, are invertible and this inverse &f is given by

- -1 — -1
MY =MD 4 [(My + M) D — ML

6. Neutrosophic linear equations
Neutrosophic linear equations involve variablest tlee characterized by truth,
indeterminacy, and falsity components. These egustiextend the classical linear
equations into the neutrosophic set domain, whilchva for the handling of uncertainty,
indeterminacy, and incompleteness.

A system of Neutrosophic linear equations can hdemrasAX = B, whereA is
ann X n Neutrosophic matrix, an¥ andB are Neutrosophic vectors.

6.1. Solving procedure of real neutrosophic lineaequations
Let us consider a system of linear equations
AX =B 1)
i.e. (4, + 4,1 (X, + X21) = (B, + ByI)
where4,, A, € M} and X;, X,, B;, B, € M}
The ij th element ofA is af’ + a(z)l , jth element ofX and B are

Xj=x (1)+x(2)|andb b(1)+b(2)l respectively.

Then the matricesd; and 4, are A; = (@ )nxn and 4; = (a{ nxn
respectively. The vector¥,, X,, By, B, are

e e R e I 4
| (1)| | x? _|p® p®

) BZ =
1] lx,(f)J 1bV] 1]
From equationi),
A1X1 + [(Al + AZ)(XI +X2) - A]_Xl]l = Bl + le
That is,
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A1X1 Bl (2)
(A1 + A2) (X1 + X3) — A1 Xy =B, or, (A + A;) (X1 + X)) = B + B )
Equation (2), gives the vectdf; and equation (3) giv&; + X,. The final
solution of the equatiorl] is X = X; + X, 1.
Notice that the equationd.8) and @.4) are the system of real equations.

6.2. Some important results on neutrosophic lineaequations
If A; andA; + A, are two non-singular matrices then check the hiehat A,.
If A, andA; + A, are two non-singular matrices thda may or may be non-

L e neef

Here A; andA; + A, are non-singular. TheA, =

singular. For exampled; =

2 1

1 2] is also non-singular.

Again, 4; = [0 3], A+ A4, = [0 g]

Here A; andA; + A, are non-singular. TheA, = [(()_2) 8] is singular.

Theorem 1. If A; and 4; + A, are two non-singular matrices then the solution of
neutrosophic linear equations is unique.

7. Successive Over-Relaxation (SOR) method
Algorithm description of the classical SOR method
The equation

Xj-1 aijx; = b; @)
The SOR method refines the solution iterativelylgshe equation:
k+1 k k k
x( T = (1= @)+ 2 (b= B Y - T ayx) (5)

Initialize the initial guess vector©, relaxation factow.

Iterate until convergence. For eai:hjpdate(xl.(k“)) using the SOR formula.

Check for convergence: [fit*+D — x| < ¢, stop.

Extend this iterative scheme to handle Neutrosophimbers. This involves
performing Neutrosophic operations for each iterastep.

7.1. Adaption to real neutrosophic systems
To adapt the SOR method for neutrosophic systerasnadify the iterative process to
handle neutrosophic components The adapted darggtigiven by:

k+1 k k+1 k
'( = =(1 w)x( ) ( Z] =1 AjjX ]( o ;l i+1 QijXx ]( )) (6)

Wherex( ) is thei-th component of the neutrosophic solution vectateaation (k). a;;
are elements of the neutrosophic mattixb; are the components of the neutrosophic
vector B. where each operation respects the neutrosophicenaf the variables.
Since the equations are a system of real equatiemspply the classical SOR
method to solving them.
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8. Relaxation factor w

The relaxation factow used in iterative methods for solving linear eture, including
neutrosophic linear equations (NLES), is typicallseal number. This is becauseserves

as a scalar multiplier that adjusts the iteratigpdaies to control the convergence behavior
of the method, not the nature of the neutrosophiponents.

Neutrosophic relaxation factor :
If the relaxation factorw in an iterative method for solving NLEs were to he
neutrosophic number, several potential problemscanaplexities could arise.

Convergence Criteria:

» Standard convergence criteria are based on namohslistances that are well-defined for
real numbers. Defining similar criteria for Neutpgic numbers is non-trivial.

» The convergence behavior could become unpredéctabcause the indeterminacy
component could lead to ambiguous convergence tionsli

Stability issues:
* The stability of iterative methods might be commpised. The indeterminacy component
can introduce fluctuations in the updates, makimfifficult to ensure stable convergence.
* Over-relaxation might amplify not just the tridbmponent but also the indeterminacy
and falsity components, potentially leading to dijent behavior.

So interpreting the relaxation factor itself ableutrosophic number would be
challenging.

Properties of relaxation factor w
* A real number.
» Used to accelerate the convergence of iterativthouls.
* Typically falls within the ranged(< w < 2).

9. Numerical Example
Solve the following Neutrosophic system of equation
@G+DX +X, +X;=2+3I
A+DX,+6X, +(2-DX3=1+21
2X;+X,+(8—-DX;3=3+1

By SOR method takem=1.01
Rewrite the given equations as

(4+0) (1400 1+0I[X;1 [2+3]
1A+ (6+0) @-D||x:|=]1+21
@+0n (1+on @B-D|lxs]l [3+1

That is
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*® 4 x®
4+ @400 140! +x 71

2+ 3
a+0n (640 (2-1) xél) +x§2)1 =[1+2I
2+0H @(@+0H @B-1 x4 @ 3+1
3 3
Then
e @
4 1 1 1 0 O 1 2 3
Ar=[1 6 2[4,=[1 0 -1 X =[xP| X, = xf),Bl: 1|, B, = [2].
2 1 8 0 0 -1 D ) 3 1
] X3 X3
The real system of equations are
A1X; =By (7)
(A1 +4A3)(Xy + X3) = By + B, (8)
The iteration scheme for SOR method is
x§k+1) (1 w)x(k) + —(b — alzx( ) _ a13x(k))
k+1 k k k
xg = (1- a))x( ) ~ (bz - a21x£ = a23X§ ))
k+1 k k+1 k+1
xé D _ =(1 a))x( ) a33 (b3 — a31x£ D _ agzxg * ))
Solution of equation(7)
4 1 1 xy)
1 6 2([x]= 9)
2 1 8 (1)

Using SOR method
x§1)(k+1) — (1-1.01)x il)(k) 4001 (2 _ xgl)(k) _ x;l)(k))

x§1)(k+1) —(1-1 Ol)xél)(k) 4101 (1 _ x§1)(k+1) _ 2x§1)(k))
x§1)(k+1) — (1-1.01)x él)(k) + 18&(3 _ le(l)(k+1) _ x§1)(k+1))

Let x D@ = (DO _ O _ ¢
The detalled calculatlons are shown in the follgiable

k x 2D XD
1 0.5050( 0.0833: 0.24072
2 0.4181: 0.0160° 0.26874
3 0.4289! 0.0055( 0.26707
4 0.4318¢ 0.0056¢ 0.26631
5 0.4320: 0.0059( 0.26626
6 0.4319¢ 0.0059: 0.26627
7 0.4319! 0.0059: 0.26627
Therefore the required solution is
x = 0.43195,x{" = 0.00592,x{" = 0.26627 (10)

Solution of equation(8)
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(A1 +A4))(X1 + X;) =B + B,

™, @
5 1 1]|% tH 5
ie. |2 6 2[[xP+xP[=]3
2 1 7w, @f 4
Let
1 2 1 2 1 2
xi)+x§)=y1,x§)+x§)=y2,x§)+x§)=y3

Then the equation becomes
5 1 11 5
[2 . ZIHH
2 1 7113 4

k+1 k 0.01 k k
y = @ =100y + 22 (5 - 35 - 5°)

Using SOR method

k k 1.01 k k
i = (1= 101y + 22 (3 - 29 — y)

k+1 k 1.01 k+1 k+1
y T = (1= 101y 2 (4 - 2y - )

0 0 0
Letyl()=y2()=y3()=0.

The detailed calculations are shown in the follgiable

k Y1 Y2 Y3

1 1.01000 0.1649° 0.26188
2 0.9136¢ 0.1516¢ 0.28898
3 0.9118t! 0.1478! 0.28979
4 0.9124¢ 0.1475- 0.28964
5 0.9125¢ 0.1475:- 0.28962
6 0.9125° 0.1475:- 0.28962

Therefore, the required solution is
y; = 0.91257,y, = 0.14754,y; = 0.28962
ie
x4 x® = 091257, 1V + 1P = 014754, 2V + 2P = 0.28962
Using (9),
x? = 048062, x? = 0.14162, x{* = 0.02335 (11)
Therefore the required final solution of the giwistem is

@, @
X1 %1 I 1043195 + 0.480621
Xo| =6 + xP1| =10.00592 + 0.141621
X; 0.26627 + 0.02335]

xél) + xéz)l
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9.1. Verification of the solution
We checked the solution satisfied the equation

[(4+1) (@(@+00) 1+0I]|x; 2+ 31
1+ (6+00) @E-D||X|=|1+2I (12)
((2+00) (1+0D) (8-1) 3+1

Now

4+ (@+on 1+0I]x,

a+n (©+0n (2-D||X;

2+0n (@+o01n (B-D|LX;

[(4+1) (@ +0) 140!
=|{@+n @®+0D (@2-D
(2+0n (140D (8-D
[(4 + 1)(0.43195 + 0.480621) + (0.00592 + 0.141621) + (0.26627 + 0.02335/)

= (1 +1)(0.43195 + 0.480621) + 6(0.00592 + 0.141621) + (2 — 1)(0.26627 + 0.023351)]
2(0.43195 + 0.480621) + (0.00592 + 0.141621) + (8 — 1)(0.26627 + 0.023351)
11.99999 + 3.0000021]

0.00592 + 0.141621

0.43195 + 0.480621]
0.26627 + 0.02335]

=[ 1.00001 + 1.999691

2.99998 + 1.000041
2+ 31

=1+ 21
3+1

Verifying the role of relaxation factor w:
In this example, we choose=2.0.

Solution of equation(9)
4 11
1 6 2 (1) =
2 1 8 (1)

xl(l) = xl,xgl) = xz,xél) = X3

Let

Using SOR method
Y = (1 - 21000 + 222 (2 - 20 - (V)

2 = (1 - 210060 + 22 (1 - 2V — 22)

D = (1210060 + 283 - 2x (Y — 14D
Lot x© = 2@ = x© — .

=X = X3

The detailed calculations are shown in the follgiable
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k Xy X X3

1 1.500( -0.€175(C 0.24084
2 -0.2222¢ 0.2784! 0.56616
3 0.8510¢ -0.6504¢ -0.11134
4 0.5137¢ 0.9636: 0.38728
5 -0.22439 -0.9025! 0.71622
6 1.3946¢ 0.3533: -0.82529
7 -0.2363« 0.6217¢ 1.65618

Therefore, the solution does not exist for thisieadf relaxation factow.

10. Conclusion

Summary of findings

This research focused on adapting the Successies-Reiaxation (SOR) method for
solving Neutrosophic linear equations. Neutrosojdic, which introduces the concepts
of truth, indeterminacy, and falsity, provides arendlexible framework for handling
uncertainty compared to traditional binary logibeTmodified SOR method was shown to
be effective in handling the complexities of Nestiphic linear equations. Through
theoretical analysis and numerical experimentsréisearch validated that the modified
SOR method converges under certain conditions dfefsoreliable solutions where
traditional methods fall short.

Implications

The broader implications of this research are ficamt for computational mathematics
and engineering. The modified SOR method can béieabm various industries where
uncertainty and indeterminacy are prevalent, sushadificial intelligence, decision-
making, and data analysis. By providing a robugragach to solving Neutrosophic linear
equations, this research opens up new possibifiiesnodeling and solving real-world
problems characterized by incomplete or inconsistéormation. The method’s ability to
handle uncertainty more effectively can lead tadvatecision-making processes and more
accurate data analysis.

Future work
Future research could explore several avenueshanee the findings of this study. One
potential area is the development of hybrid methibdd combine the modified SOR
method with other numerical techniques to improeavergence rates and accuracy
further. Additionally, applying the method to largend more complex Neutrosophic
systems could provide deeper insights into itsadlity and efficiency. Research could
also focus on extending the approach to other emsa&nd mathematical models, thereby
broadening its applicability across different field

This conclusion synthesises the key outcomes ofrésearch, underscores its
significance, and proposes directions for futurel@sation, ensuring a comprehensive
wrap-up of the study’s contributions and potential.
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