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1. Introduction
An analysis of linear algebra is one of the mogiytar and fascinating areas in the last
few decades due to its interdependency with otpplied and pure areas. Measuring the
length of vectors is an essential analysis in thffié theoretical development aspects in
many potential applications. For this purpose, néunttions are considered on a vector
space.
A norm on a real vector spads a function||.||: V — R satisfying
1u|| > 0 for any non-zera € V.
2ru|| = |r||lul| foranyr e Randu € V.
llu+v|| < ||lull + |lv|| forany u,v €V
In general, the norm signifies the measure of tlae sf the vectou where
equation (1) requires the size to be positive, Bong2) requires the size to be scaled as
the vector is scaled, and equation (3) is knowthagriangle inequality having its origin
in the notion of distance iR3. The equation (2) is called the homogeneous tiondand
this condition ensures that the norm of the zerctorein Vis0; thiscondition is often
included in the definition of a norm.
A familiar example of norms oR™ are the,, norms, wheré < p < o defined

by
1
l,(w) = {Z;-l:lluljp}; if1<p<oand
L,(u) = max15j5n|uj| if p=o
for anyu = (uy,uy, .....,u,)" € R™.
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It is worthy to remember that if one defineslgriunction onR™ as defined above
with 0 < p < 1, then it does not satisfy the triangle inequalitgnce is not a norm.

Suppose the norm on a real vector sgategiven. In that case, numerous aspects
can be formulated, such as one can compare thesnofnvectors, discussing the
convergence of the sequence of vectors, studyimitsliand continuity of transformations,
and considering approximation problems such agrfinthe nearest element in a subset or
a subspace df to a given vector. These problems arise naturalignalysis, numerical
analysis, differential equations, Markov chains etc

The norm determines the "size" of a matrix thaigisessarily related to how many
rows or columns the matrix contains. The norm sdi@are matriXM is a non-negative real
number denoted biyM|| . There are several different ways of definingarim norm, but
they all share the following properties:

1. ||M|| > 0 for any square matrivl .

2. ||M|| =0 iff the matrix M =0.

3. |KM| =|K [|Mm] for any scaleK .

4. M +N| <|M|+|N|| for any square matrip, N .
5. [MN[ < [M{[n])

Fuzzy matrix norm:
Like vector norm and matrix norm, the norm of azZipznatrix is also a function

|-]:M,(F) - [0,1] which satisfies the following properties

1. [|M]| = 0 for any square matrii.

2.|IM|| = 0 iff the fuzzy matrixM = 0.

3.|IKM|| = |K|||M]| for any scalar k [0,1] .

4.]|M + N|| < |IM]|| + [|N]| for any two fuzzy matrice® andN.

5.|IMN]|| < [IM|||IN]| for any fuzzy matrix andN .

In this project paper, we have defined differepety of norms on fuzzy matrices.

1.1. Motivation
To analyze different geometrical and analyticalctures, norms on a vector space could
be employed. The choice of utilizing the norm desithe convergence of a sequence in
an infinite dimensional vector space. This phenarleads to many interesting questions
and research in analysis and functional analysis.

In a finite-dimensional vector spate two normg||. ||;and]||. ||, are said to be
equivalent if there exist two positive constantshsthhatal||v||; < ||v||, < ||v]l, forallv €
V.
To prove the convergence concerning one norm fgiven sequence is easier than the
other. In an application such as numerical analgsis would like to use a norm that can
determine convergence efficiently. Hence, it iadjidea to know different norms.
Secondly, in some cases, a specific norm may bdede® deal with a certain problem.
For instance, if one travels in Manhattan and wamteeasure the distance from a location
marked as the origif0,0) to a destination marked &s, y) on the map, one may use the
I, norm of(x,y), which measures the straight line distance betvwee points, or one
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may need to use the norm ofv, which measures the distance for a taxi cab tedrom
(0,0) to (x,y). Thel, norm is sometimes referred to as the taxi cab rforrthis reason.
In approximation theory, solutions of a problem gary with different problems.

For example, il is a subspace &" andv does not belongs to, then fok p <
there is a unique, € W such that|v — u,|| < ||lv — ul| for allu € W, but the uniqueness
condition may fail ifo =1 oro. To see a concrete example tet (1,0) andW =
{(0,y):y € R}. Then for ally € [-1,1] we havel — ||[v — (0,y)|| < |lv — w|| for all €
W . For some problems, having a unique approximasiaood, but for others it may be
better to have many so that one of them can beschossatisfy additional conditions.

1.2. Literaturereview

It is well known that matrices play a vital role several areas including mathematics,
physics, statistics, engineering, social sciendaesample number of methods have been
reported in several journals as well as in books.dBir real-life problems including social
science, medical science, environment etc. dola@ya involve crisp data. Furthermore,
owing to various types of uncertainties presenbim daily life problems we cannot
successfully use traditional classical matrices.waltays, probability, fuzzy sets,
intuitionistic fuzzy sets, vague sets and rougls sge used as mathematical tools for
dealing with uncertainties. Fuzzy matrices arisenamy applications, one of which is as
adjacency matrices of fuzzy relations and fuzztiehal equations have important
applications in pattern classification and in hagdiuzziness in knowledge-based systems.

First-time Fuzzy matrices were introduced by Thoona$44], where they
discussed on the convergence of powers of a fuzgyixnRagab et al34, 33 presented
some properties of the min-max composition of fuzmtrices. Hashimotd.B, 19 studied
the canonical form of a transitive fuzzy matrix.raeshina et al.Z0] Investigated iterates
of fuzzy circulant matrices. Powers and nilpotamditions of matrices over a distributive
lattice are considered by Ta4d. After that Pal, Bhowmik, Adak, Shyamal, Mondahe
done a lot of work on fuzzy, intuitionistic fuzapterval-valued fuzzy, etc. matrices-12,
26-33, 37-41

The elements of a fuzzy matrix lie in the closetkival0,1]. Although every
matrix, in general, is not a fuzzy matrix still wan see that all fuzzy matrices. We see the
fuzzy interval, i.e., the unit interval is a subeg&teals. Thus, a matrix, in general, is not a
fuzzy matrix since the unit intervf0,1] is contained in the set of reals. The big question
arises when it comes to the addition of two fuzatinesM andN and getting the sum of
them to be fuzzy matrix. The answer in generalospossible for the sum of two fuzzy
matrices may turn out to be a matrix which is nfotzzy matrix. If we add above two fuzzy
matricesM andN then all entries i + N will not lie in [0,1], henceM + N is only just
a matrix and not a fuzzy matrix.

Henceforth, the max or min operations could bendefiin the case of fuzzy
matrices. Therefore, under the max or min operatloa resultant matrix is again a fuzzy
matrix. In general, to add two matrices we use pyaetration.

It is evident that the product of two fuzzy maddc under usual matrix
multiplication is not a fuzzy matrix. So, we neenl define a compatible operation
analogous to the product so that the product dugipens to be a fuzzy matrix. However
even for this new operation if the prodd£d is to be defined we need the number of



Jhuma Das and Suman Maity

columns ofV to be equal to the number of rows\dfThe two types of operation are called
max-min operation and min-max operation.

In [23], we introduced max-norm and square-max norm, aogl column max-
average nom of fuzzy matrices and some properfidgese two norms. In this paper, we
have defined row-average-max norm with some prigsert

Definition 1. An nxn fuzzy matrix A is called reflexive iff; = 1 for all i=1,2,...,n. It is
called a -reflexive iffa; = a for all i=1,2,...,n wherea (0[0,1] . It is called weakly

reflexive iffa; > a;; for all i,j=1,2,...,n. Annxn fuzzy matrix A is called irreflexive iff
a; = 0 for alli=1,2,...,n.

Definition 2. An nxn fuzzy matrix S is called symmetricsﬁ{f= S; foralli,j=1,2,...,n. It
is called antisymmetric ifS0S < |, wherel, is the usual unit matrix.

Note that the conditior5JS <1, means thas, Cs; =0 for alli # j ands; <1 for
alli. Soif §; =1 thens; =0, which the crisp case.

Definition 3. An nxn fuzzy matrix N is called nilpotent iN" = 0 (the zero matrix). If
N™=0 and N™ #0; 1< m<n then N is called nilpotent of degree m. AN fuzzy
matrix E is called idempotent iff> = E. It is called transitive iffE° < E . It is called
compact iffE* > E .

Definition 4. A triangular fuzzy matrix of ordemxn is defined asA = (g; )., where

— . e th .
a; =(my,a;,[,;) isthei] ™ element ofA, m, isthe mean value a&; and a;

i B, are

left and right spread of; respectively.

2. Preliminaries
In this section different types of matrix norm dndzy matrix norm are discussed.

2.1. Matrix norm

Definition 5. (The maximum absolute column sum). Simply we seraltbolute values
down each column and then take the biggest angaiseful reminder is that "1" is a
tall, thin character and a column is a tall, thimantity.)

IPli= max(_ I p; D)
<jsn 57

Definition 6. The infinity norm of a square matrix is the maximafrthe absolute row sum.
Simply we sum the absolute values along each raltlaan take the biggest answer. The
infinity norm of a matrix A is defined by

||P||oo: maX(ZI By )}
I<isn =
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Definition 7. The Euclidean norm of a square matrix is the squaa of the sum of all
the squares of the elements. This is similar tonamy "Pythagorean” length where the
size of a vector is found by taking the square afothe sum of the squares of all the
elements. The Euclidean norm of a matrix A is eefioy

P, :\/;;(pu)z-

Any definition you can define of which satisfiesetfive condition mentioned at the
beginning of this section is a definition of a noffinere are many many possibilities, but
the three given above are among the most commaelg. u

2.2. Norm of fuzzy matrix
Definition 8. Max norm (Maity [23]): Max norm of a fuzzy matrbAL M, (F) is denoted
by ||N|M which gives the maximum element of the fuzzy meaidxt is defined by

A= D

i,j=1
Definition 9. (Maity [23)): Square-max norm of a fuzzy matrix A is dendtgdAl_

and define bHIA”swl:( D g )2:(||A4|M )2'
i,j=1
In this norm at first we will find the maximum e&mhof the fuzzy matrix and then square
it.
Definition 10. Row-max-average Norm (Maity [24]) : Row-max-average norm of a fuzzy

matrix A is denoted bH/A“RMA and define bH/N|RMA = %i(ﬁaﬂ )

i=1 j=1
Here, at first we find maximum element in each rbimen we determine the average of the
maximum element.

Definition 11. Column-max-average norm (Maity [24]) : The Column-max-average norm

1 n n
of a fuzzy matrixA is denoted byA|_,,, and define bH/A“CMA = —Z(Da,-j ).
N7 =
Here we find maximum element in each column anmddtierage of the maximum elements.

Definition 12. Pseudo norm on fuzzy matrix (Maity [24]): A norm of a fuzzy matrix is
called pseudo norm of a fuzzy matrix if it fulfile following conditions

1. ||A{| >0  for any fuzzy matrixA.
2.if A=0 then”A“ =0.
3.|kA|=Ik||A]  forany scalek O[0,1].

5
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4.|A+B||<|A|+|B|  for any two fuzzy matrixA and B.

5.|AB|<|A||B|  forany two fuzzy matrixA and B.
Definition 13. Max-min Norm (Maity [24]): Max-Min norm of a fuzzy matrix A is denoted
by A\, and define bjA,, = (J([ay)
i=1 j=1
Here, first we find the maximum element in each aod then minimum of the maximum
elements.

Definition 13. Column-average-max Norm (Samanta and Maity3g]): Colum-average-
max norm of a fuzzy matrix A is denoted||AY 4y and defined by|A|lcay =

1
?:1 (;Z?ﬂ aij)-
Here, firstly we find the average value in each eowd then find maximum of these average
values.

2.3. Addition and multiplication of fuzzy matrices
We have used the operat@r for addition of fuzzy matrices and used the omer& for
multiplication of fuzzy matrices. This two opera@re define by the following way.

a1 4z "t aqy bi1 b1z -+ by
|f A: a:21 a:ZZ L a?n andB: b?l b.22 ™ b?n
an1  Aan2 Ann bn1 by bpn
|'C111+b11 ay2+byy aln"'bln'l
2 2 2
Az1+bz1 Az2+byp Azntban
ThenA @ B = 2 2 2 and
anl;‘bnl anz-;-bnz ann:"bnn
2 2 2
Aaqg,b11}  Aaiz, b1z} - A{ain bin}
A®B = /\{a21:,b21} /\{azzz:bzz} /\{azf.bm}
) /\{an_l:bnﬂj Manz, bnz} Mann, byn}
In this type of multiplication, fuzzy matrices wile of same order.
04 03 0.6 0.2 05 0.4
Examplel.If A= (0.7 0.2 0.5|andB=|0.1 0.6 0.3
03 04 0.1 03 06 0.5
03 04 05 02 03 04
ThenA@® B=|04 04 04|/andA@® B=|0.1 0.2 0.3
03 05 0.3 03 04 0.1

3. Row-average-max-norm (RAM)

Here we will define a new type of norm called Rowefage-Max norm. We will use new
type of operators of fuzzy matrices for this nokiere, at first, we will determine the
average of the elements in each row. Then we Witl the maximum element of this

6
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average. Row-Average-Max Norm of a fuzzy mattiis denoted by C||r 4y and defined

by
n n
1
ICllnan = \/ 5 Qe
j=1

i=1
Lemma 1. All the conditions of norm are satisfied by

n 1 n
ICllnan = \/ % Qe
j=1

i=1
Proof: Let us consider

€11 €12 7 Cp diyy diz v dig
C = Cgl C?Z e CZ:TL and D = d:21 d:22 d?n
Cn1 Cn2 Can dnl dnz dnn
1 1
ICllram = ?:1;(2521 cij) and||D]lgam = ?:1;(2?:1 dij)
® As all ¢;; = 0 so according to the definition of Row-Average-Maxm

obviously||Cllgam = 0.
1
Now ”C”RAM =0 V?=1;(Z;'l=1 Cijy = 0
@ ¥imcy=0forali=12,....n

e =cp=-=cyforali=12,....,n
&¢;j = 0for alli,j=12,...,n
&C=0
So,||Cllgam = 0iff C =0
(i) Here we define a new type of scalar multiplicatsrfollows

) ={ laliflal < IICllram

Y ICllgamif ] > [[Cllram
So, if|a| < [[Cllram then |[aCllgam = lal = |alllCllram
and if |a| > ||C||gam then [|aCllram = IICllram = l@||ICllram.
Therefore||aCllgam = ||| CllgapToOr all ae[0,1].

(i) Now,
[011+d11 Ciatdip | C1n+d1n‘|
2 2 2
C21tdz1  Czztdp: Cantdan
CHD= | 2 2 2z |
lcn1+dn1 Cn2+dn2  ** Cnn+dnnJ
2 2

Then||C @ Dllram

Ciztdiy  Ciptdip Cintdin
J— n 2 2 2

= Vi=1 n

=V [Ci1+di1+6iz+diz+ """ +Cin+din]
- i=1 2n
_yn [Z?ﬂcii +Z}L=1di1]
- Vi=1 2n
1

1 1
<5V Xjaicj + Viea s Xjaadij]
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ICllram +IIDllrAM

2
= [|Cllram ©® lID|Igam
So, ||C @ Dllgam < lICllram D lIDllram

MNcir,dia} Moz diz} - Mern dind
v/ C®D= /\{021:: dy1} /\{022:: dz2} - /\{CZn:' dan}

/\{Cnln dnl} /\{CnZ: dnz} /\{Cnn: dnn}
Now, A{c;;,di;} < ¢ijand d;jforall i, j.
So, Xj=1{A(cij, dip)} < Yoy cjand iy dyjforall i.

= Vic1 - Xi=a{A(cij dip)} < Viey S Xjoq cijand Visg —Xioq dij

ThereforellC @ Dllgam < ICllgam @ 1D |lram
Hence, all the conditions of norm are satisfiedRoy-Average-Max.

3.1 Properties of row-average-max norm
Properties 1. If P andQ are two fuzzy matrices then

NP D QT llram < IPTllram D 1Q7 lgam.

Proof: Let us consider

P11 P12 " P g1 T2 7 qin
P22 - 22 -
p= P?l : P?n and Q = q?1 : q?n
Pn1  Pn2 Pnn dn1  4n2 ann
rp11+‘h1 P12+q12 | p1n+q1n]
2 2 2
D21tqz21  P221q22 P2ntdzn
Then POQ = 2 2 2 and
lpn1+Qn1 Pn2+dn2z - pnn+anJ
2 2 2
P11+din  P2atder | Pnatdm
2 2 2 ]
P12+q12  DP221d22 Pnz2tdn2
(PO QT = 2 2 2
Pintdin P2n+92n - pnn+anJ
2 2 2

1 Pjitqji 1
S0, [I(P ® Q" llgam = ?:1;( i) < ?:1;(2?:119]'1' + 271490

2
1 1
V‘L‘n=1;(2?=1 pji)+V?=1z(Z}L=1 qji)

<

2
_ 1PNl g ang 11T | ane
2
= ||PTlgam ® 1Q" llram
SoJI(P B QT llram < 1P llram ® N1QT llranm.

Example 2.
0.5 03 0.7 06 02 05
LetP = [0.2 0.8 0.4‘ andQ = [0.3 0.7 0.4]
0.7 0.1 03 05 04 0.6
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0.55 0.25 0.6
ThenP © Q =(0.25 0.75 0.4
0.6 0.25 0.45

055 025 0.6
PO’ = [0.25 0.75 0.25]

06 04 045
SO, ”(P @ Q)T”RAM = 0.483

05 0.2 0.7 06 0.3 0.5
Now, PT =03 0.8 0.1] andQT=[0.2 0.7 0.4]
07 04 03 05 04 0.6
Here“PT”RAM = 0.467, ”QT”RAM =05
Then||PT||.... & ||Q"||. ., = 0.483

RAM RAM
So, I(P® QT llgam < IIPT llram B ||QT||RAM

Properties 2. If P andQ are two fuzzy matrices aid< Q then||P|lgam < l1Qlram
Proof: AsP < @, sop;; < q;; forall i,j.
This implies, Y7, p;; < X7, q;; foralli.

1 1 .
=~ Q=1 py) < - Qjz1 qi), foralli.

1 1

= V?=15(2?=1 pij) < V?=15(2?=1 qij)
= |[Pllram < 1Qllram.

Example 3.
0.5 03 0.1 06 04 0.2
LetP = [0.4 0.6 0.4] andQ = [0.5 0.7 0.5]
03 02 0.1 04 03 0.2

IPllgam = 0.467 and ||Qllgram = 0.567
Therefore, ifP < Q then||Pllray < 1Qlram

Properties 3. If P,Q andR are three fuzzy matrices aRd< Qthen

1P @ Rllgam < 1Q ® Rllgamhold.
Proof: Let us consider

P11 P12 " Pin g1 1z " Qun
p= P?l p:22 P?n 0= q?l q:22 q?n
P T1219n2r1;. Pl e T
andrR = 7'2:1 rfz TZ:”
Tl Tz Tan
Mpi1u,111d} Mpizmi2d 0 Mpinind
Then P ®R = /\{Pz%ﬂ”m} /\{Pzg'rzz} /\{Pzr}:TZn} and
Mpn1 1} Mprztnzd APan Tan
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Mai1,m11} Mgz m2d - M@ mind
Q®R= /\{QZyTZﬂ‘ /\{‘hgnrzz} /\{qu.uTZn}

/\{invrnl} /\{QnZ:TnZ} /\{an: Tnn}
IP & Rllgam = ?:1%[2?:1{/\(pij'rij)}]
and||Q ® Rllgram = ?:1%[2?:1{/\(%':7””)}]
Now, P < Q implies p;; < q;;for all i,j.
= Mpij i} < Maij,rij}foralli, ).
= Z?:l{/\(pij,n-j)} < Z}Ll{/\(qij,rij)}for all i.
= VL = [ ARy, i)Y < Vs 2 [ {A (7))
= |[P ® Rllram < IQ ® Rllram
So, ifP < Q then |[P ® Rllgam < @ @ Rllram.

Example 4.
0.5 0.3 0.6 0.6 04 0.5 03 09 04
LetP = [0.2 0.5 0.4], Q= [0.3 0.7 0.6] andR = [0.1 0.8 0.2]
06 01 04 08 04 0.6 0.7 02 03
0.3 03 0.4 03 04 04
Now,P ® R=1]0.1 0.5 0.2/andQ® R=]0.1 0.7 0.2]
06 01 0.3 0.7 02 03
Then||P @ Rllgan = 0.333,1|Q @ Rllray = 0.4
So, IP ® Rllgam < 1@ ® Rllram

Hence ifP < Q, then|P @ Rllram < [1Q & Rllram

Properties 4. If P andQare two fuzzy matrices, thf® @ Qllgam = 11Q D Pllram-
Proof: Let us consider

P11 Piz " Ppin q11 Dz 7 Qun
D22 - 22 -
p= P?l : P%n and Q = q?1 : Q%n
Pn1 Pn2 Pnn n1  qn2 Ann
P11tqi1 Pi2tdi2 | Pintdin
2 2 2
D21+q21  P22td22 P2ntdan
Then P® Q= 2 2 2
lpnl tqn1  Pn2+9n2 .- pnn""]nnJ
2 2 2
Pirtdis  Piz%diz , . Pintdin
j— n 2 2 2
Now,||P @ Qllram = Viz1 n
_\yn l{Qi1+pi1 qi2+Diz Qinﬂ’in}]
= Vi=1 [n 2 T2t 2
= ||Q @ Pllram

HencellP @ Qllgram = 11Q @D Pllgam-

10
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06 04 0.2
Example5. Let P = (0.5 0.7 03|andQ =

08 05 04

0.7 03 05

04 0.6 0.2]
0.5 08 04

05 05 0.2 05 05 0.2
Now,P®Q=]06 05 04| andQ®P=|06 05 04
0.65 0.65 04 0.65 0.65 0.4

Then,|[P © Qllram = 0.567 and||Q @ Pllram = 0.567

So, ||P @ Qllram = IQ © Pllram-

Properties 5. If PandQare two fuzzy matrices, thd® @ Qllram =10 & Pllraum-

Proof: Let us consider
P11 P12 Pin
P21 P22 P2n

11 2

q21 qz2

P= and Q =

Pn1 DPn2 Pnn dn1  In2

AP11, 9113 MPi2 912}
Then P Q Q = /\{P21:'CI21} /\{?922:1%2}

AMPn1, Gn1}  NMPn2s Gn2}

din

qd2n

Ann
/\{pln: ‘hn}
ANDP2n, 92n}

MPnn> Gnn}

Now, [P & Qllram = ?:1[%2}21{/\(?11':%1)}]
= Vi [ 23 {A (0P}

= ||Q ® Pllram
S0P ® Qllgam = 1Q ® Pllram-

06 03 0.1 04 06 0.2
Example6. LetP = (0.5 0.6 0.2] andQ = [0.7 0.3 0.5]
0.7 04 0.8 05 08 04
04 03 0.1 04 03 0.1
Now,P ® Q=(0.5 0.3 0.2] andQ ® P = [0.5 0.3 0.2]
05 04 04 05 04 04

So,|IP ® Qllram = 1Q & Pllram-

Definition 14. Define a mapping: M,,(F) x M, (F) - [0,1] asd(P, Q) =
IP @ Qllranmfor all P,Q in M, (F).

Proposition 1. The above mapping d satisfies the following coouifor allP, Q, R in
M, (F).
0] d(P,Q) =0 andd(P,Q) =0iffP =Q = 0.
(i) d(P,Q)=4d(Q,P).
(ii) d(P,Q) <d(P,R) +d(Q,R) forall P,Q,R in M,(F).
Proof: (i) (P,Q) = ||[P @ Qllganm = 0 . [by first condition of norm]
Againd(P,Q) = 0[P @ Qllgam =0
@ |[Pllram D 11Qllray = 0

IPllram + lIQllRAM _ 0
2

11
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@ |Pllram+1Qllran = 0
®P+Q=0
©P=0andQ =0
(i) d(P,Q) = |IP D Qllram = IQ @ Pllgam = d(Q,P) [by properties 4 ]
(i) d(P,Q) = lIP @ Qllram < IP © Qllram @ lIRllram
=P D Q D Rllgram
IP® Q@D RD Rllgam
[ICP & R)+ (@ & R)llgram
1P @ Rllgam + 1Q D Rllram
=d(P,R) + d(Q,R)
So,d(P,Q) <d(P,R) +d(Q,R)forall P,Q,R in M,(F).

05 02 04 08 0.1 03 04 06 03
Example7. Let P= (0.6 03 0.7|,Q=1]03 04 05f(andR=[03 0.5 0.4
0.3 08 0.1 0.6 0.2 0.6 0.7 02 0.5

0.65 0.15 0.35
Now, PG Q=10.45 0.35 0.6
045 0.5 0.35

045 04 035 06 035 03
POR=(045 04 055 andQ@®R=|03 045 045
0.5 05 0.3 0.65 0.2 0.55

(i) d(P,Q) = |IP ® Qllram = 0.467 >0
0.65 0.15 0.35
(i) Q@P= [0.45 035 0.6
045 05 0.35
So,d(P,Q) = d(Q,P).
(i) ~ Hered(P,R) +d(Q,R) = |IP @ Rllgam + IQ @ Rllram = 0.934
Sod(P,Q) <d(P,R)+d(Q,R)

Definition 15. Define a mappingt': M,,(F) X M, (F) - [0,1] asd'(P,Q) =
Min{||Pllgram, I1Qllram}, for all P, @ in My, (F).

Proposition 2. The above mapping/ satisfies the following condition for all Q, R
inM,, (F).
0] d'(P,Q)=0 andd'(P,Q) = 0iffP =00orQ =0orbothP =Q = 0.
(i) d'(P,Q) = d'(QP).
Proof: (i) d'(P,Q) = Min{||Pllram, Qllran} = 0 as
IPllgam = 0 and|Qllgap = 0.
Now, d'(P, Q) = Min{||Pllram, Q1 ran} = 0
= |IPllram = 0 orl|Q|lgap = 0 or both||P[[ram = [Qllram = 0O
= eitherP =0orQ =0orbothP =Q =0
(i0d' (P, Q) = Min{||Pllram, lIQllram} = {Minl[Q|lram. [IPllram} = d'(Q, P)

So,d'(P,Q) = d'(Q, P).
Proposition 3. If P,Q € M, (F) and P < Q thend'(P,R) < d'(Q,R) for allR € M,,(F).

12
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Proof: Since,P < Q, SO ||Pllram < IQIlram-
Now, d'(P,R) = Min{|[P|lram, lIR|lram} andd’(Q, R) = Min{||Q|lram, [IRl|rar}-
Case-1.:
It Pllram < IQllgam < lIRllgan then
d'(P,R) = ”P”RAM < ||Q||RAM =d'(Q,R).
Thatis,d'(P,R) <d'(Q,R).
Case-2:
If [[Rlrams < IPllgam < IQlgars then
d'(P,R) = ||Rllgam = d'(Q,R).
Case-3:
If IPllgam < IRIlram < 11Qllganm thend’(P,R) = ||P|lgay @andd’(Q,R) = [[Rllram-
So,d'(P,R) <d'(Q,R).
Therefore,d'(P,R) < d'(Q,R) forallR € M,,(F).

3.2. Algorithm
Input: A fuzzy matrix of orden x n
Output: A real number in [0,1]
Max=0;
fori=1ton
ans=0;
forj=1ton
ans=ans+a[i|[j];
end for
ans =ans/n;
if max<ans then max=ans;
end for
return max;

4. Conclusion

In this paper, two types of operators on fuzzy ioasr have been used for our further
analysis. By employing these, we have defined reerage-max norm with some
important properties. The coffee industry of Inidighe sixth largest producer of coffee in
the world. India coffee is said to be the finedfe® grown in the shade rather than direct
sunlight anywhere in the world. Coffee cultivatordKodai Hills faced different types of
issues including Labour shortage, Storage probleow margin of profit, Monsoon
failures and unseasonal rains etc. Fuzzy matricesuaed to analysis the problems
encountered by the coffee cultivators in Kodai¢dilence, in these aspects norm of fuzzy
matrices will help in this case.
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