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Abstract. This paper presents a new method of forecastingdoaa high-order fuzzy
logical relationships in the fuzzy time series. Tdigective of the present study is to
develop a computational method for various highemdforecasting to remove the
computational drawback of the existing high-ordeazy time series forecasting methods.
The developed method has been presented in forgomputational algorithm. This
algorithm has been implemented in forecasting @& tlte production to examine
suitability of these proposed high-order forecastnodels on the basis of its average
forecasting errors. The forecasting accuracy of glmposed computational method is
better than that of existing methods and the fatechproduction is much closer to the
actual production.
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1. Introduction
Time series forecasting is an important and interggproblem in variety of applications
and has been widely studied in the area of stistith a bottleneck of dealing only with
numerical data. The concept of fuzzy time seriegable of dealing with vague and
imprecise data presented in terms of linguistidades was developed by Song and
Chissom [25] by using the theory of sets and ligtjcivariable given by Zadeh [38,39].
Song and Chissom [26,27] further extended his thebfuzzy time series to be capable
of dealing with numerical data by introducing thencept of fuzzification and
defuzzification and applied it to forecast the stutd enrollments of university of
Alabama. Chen [2] resolved the problem of large motational requirements of Song
and Chissom method of computing fuzzy relationshgisinax-min composition by
replacing it with the simplified arithmetic opexais and applied the method on the
student enrollments of University of Alabama.

During the last few decades, several mettiodsime series forecasting have been
presented by Tsai and Wu [29], Chen and HwangHdarng [9], Chen and Hsu [5], Lee
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and Chou [15], Li and Chen [18], Sullivan and Walb¢28] made a comparative study
of fuzzy time series forecasting and Markov matgliKim and Lee [14] proposed a
fuzzy time series prediction method based on carbecvalues. Tsaur et al. [32] used
the concept of entropy to measure the degree dfirffags to obtain a time invariant
relation matrix for fuzzy time series forecastiivgl [36,37] presented refined fuzzy time
series model and a weighted fuzzy time series midiehprove the TAIEX forecasting.
Huang and Yu [10] applied a ratio based lengthntdrivals to improve the enroliments
forecast. Cheng et al. [6] studied the fuzzy tireges forecasting of enroliments using:
minimize entropy principle approach (MEPA) and Teapid fuzzification approach
(TFA).Regarding the improvement in forecasting aspect explored in the majority of
the above mentioned methods are the refinemeheifength of intervals.

Another direction for the improvement of fuzzy &nseries forecasting emerged as
the time variant models by application of the hagder methods in the fuzzy time series
forecasting. The major problem associated with Samgj Chissom [27] is the need of
large computational requirements. However, Hwanglef11] tried to minimize the
computational complexity by using heuristic rul€s. forecast enroliments of year t, the
number of past years of the enroliments data usasl ealled the window basis and
obtained the enrollments forecast for various wmdbasis and succeeded in
improvement in the forecasting errors. Chen [3]sidered the fuzzy logical relations of
various high- orders and presented some rulesofecésting based on high-order fuzzy
time series. In his study he found certain ambyguit forecasting and the method
depends strongly on the deviation of highest ordethe time series. Tsai et al. [31]
studied the effect of membership function in higer fuzzy time series forecasting and
Tsai and Wu [30] applied the high-order-fuzzy tirseries model in a local region
forecasting. Own and Yu [19] extended the Chen'sl@has a heuristic high-order fuzzy
time series model to overcome the deficiency of@hen’s model. Lee et al. [16] studied
the temperature and TAIFEX forecasting based onfagtor high-order fuzzy time
series. Singh [22] presented a simple methodrethsting based on fuzzy time series of
order three and tested its suitability in studemmollments forecasting of university of
Alabama in comparison with existing methods andlémgnted it in wheat production
forecasting. Singh [23,24] have further presentetblaust method and time variant
method for fuzzy time series forecasting.

Another direction in fuzzy time series forstilag was given by Cheng [1] by
presenting a fuzzy time series based adaptive &gt model for TAIEX forecasting
followed by an average based fuzzy time series dde forecasting shanghai
compound index was given by Xihao and Yimin [35]rtRer, Lee et al. [17] presented a
weighted fuzzy time series model for enrolimentet@sting. Later Wong et al. [34] gave
an adaptive time variant model for fuzzy time sefmrecasting. Qiu et al. [20] proposed
a generalized method for forecasting based on ftiray series. Ismail and Efendi [12]
proposed a modified weighted fuzzy time series rhdde enrollment forecasting.
Gangwar and Kumar [8] proposed a partition basedpedational method for high order
fuzzy time series forecasting followed by Joshi addmar [13] who used a
computational method for fuzzy time series fordogsbased on difference parameter.
Singh and Borah [21] considered an efficient fostiog model based on fuzzy time
series and a fuzzy time series approach based mhtwaletermined by the number of
recurrences of fuzzy relations was proposed by ©shl. [33]. Recently Cheng et al. [7]

146



A Computational Method for Rice Production ForetesBased on High-Order Fuzzy
Time Series

presented a fuzzy time series forecasting modetcham fuzzy logical relations and
similarity measures.

The objective of the present work is to developcamputational method of
forecasting based on high-order (order 4 and hjghezzy logical relations with a
motivation to examine the nature and general siittalof this high-order forecasting
based on fuzzy time series in agricultural productsystem to support the crop
simulation models for tactical and forecasting aations barring its limitations of
availability of weather, soil and crop managemaerfiorimation. In tactical applications,
the crop models are actually run prior to growirgson to help the farmers, producers or
decision makers. In forecasting applications ofdtug models, the main interest is in the
final expected yield and the gain for planning apcin the season. Apart for crop
producers it is also important for local area conigs to have optimal plan for their
required input of raw material. The applicationdstwof the developed model has been
made on the agricultural production system whiclolves the uncertainty in the crop
yield even though all the standard cropping prastigre adopted and we have considered
the time series data of rice(paddy) crop productadnPantnagar farm, G.B.Pant
University of Agriculture and Technology, Pantna@&iDIA). Here, the rice production
has been recorded in terms of quintal per hectdhe study comprise of model
development, its testing on rice production forects examine its suitability in
forecasting over the other available models and fteimplementation in agricultural
crop (rice) production forecasting.

2. Basics of fuzzy time series
In view of making our exposition self containedmsobasic definitions of fuzzy time
series models presented in literature are sumnubaizd is reproduced as [25-27].

Definition 2.1. A fuzzy set is a class of objects with a continuaf grade of
membership. Let U be the Universe of discourse Wit uy, W, Us, ...U, },where y are
possible linguistic values of U, then a fuzzy selirguistic variables A of U is defined

by

Ai =y (U)lup + iy (Up)/uy + py (Ug) /Uy + ot (Up) /Uy (1)
here,,uA is the membership function of the fuzzy set duch that,uA :U-[0,1].

If uj is the member of A thenz, (u) is the degree of belonging gfta A..

Definition 2.2. Let Y(t) (t=...,0,1,2,3,... ), is a subset of R ,the universe of discourse
on which fuzzy sets(ft) , (i= 1, 2, 3, ...) are defined and F(t) ie #ollection of  then
F(t) is defined as fuzzy time series on Y(t).

Definition 2.3. Suppose F(t) is caused only by F(t-1) and iotehby F(t-1)- F(t);
then there is a fuzzy relationship between F(f) B(t-1) and can be expressed as the
fuzzy relational equation:

F(t) =F(t-1)° R(t, t-1) (2)

here, ® is Max —Min composition operator. The relatioriRcalled first order model of
F().
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Further if Fuzzy relation R(t, t-1) of F(t) isdependent of time t ,that is to say for
different timestand §, R(t, ;- 1) =R(k, ;- 1) , then F(t) is called a time invariant fuzzy
time series.

Definition 2.4. If F(t) is caused by more fuzzy sets, F(t-n), Fth, ..., F(t-1), then the
fuzzy relationship is represented by

A, Az, A 5 A

here, F(t-n) = A , F(t-n+1) = A, ..., F(t-1) = A.. This relationship is called "rorder
fuzzy time series model.

Definition 2.5. Suppose F(t) is caused by a F(t-1), F(t-2),..., arftn (m>0)
simultaneously and the relations are time varidhe F(t ) is said to be time variant
fuzzy time series and the relation can be expdeasehe fuzzy relational equation:

F(t) = F(t-1)> RV (¢, t-1) (3)
here, w > 1 is a time ( number of years) paramigyewhich the forecast F(t) is being
affected. Various complicated computational methaate available to for the
computations of the Relation"Rt, t-1).

Proposed model
The proposed model is of order m, as F(t ) is chbger(t-1), F(t-2), ..., F(t-m) and F(t)
is computed as

F(t) = F(t-1) * R ( t-1-2,...t-m)
here, the fuzzy relation R is considered a numesice rather than a fuzzy relational
matrix and is being computed as difference betwdiffarences, defined as"dwhich
works like backward difference operator but prowglithe absolute value of the
differences, in the consecutives values of yeamwiti n-2 and of values of year n-2 with
n-3 and so on. The computational procedure forcistng the value of year n are
presenting in form of computational algorithms ihetnext section. The model
development and the computational algorithm foriowes high-order method of
forecasting are given in the next section.

3. Computational algorithm of proposed high-order forecasting
In this section, we present the stepwise procedfitiee proposed method for fuzzy time
series forecasting based on historical time sela¢s.

1. Define the Universe of discourse, U based enréimge of available historical time
series data, by rule
U= [Dmin —D1,Dmax +D2] where O and 3 are two proper positive numbers.

2. Partition the Universe of discourse into eqaaigth of intervals: U u,, ...,Un. The
number of intervals will be in accordance with thanber of linguistic variables (fuzzy
sets) A, A, ....,An to be considered.

3. Construct the fuzzy sets M accordance with the intervals in Step2 andyape
triangular membership rule to each intervals ichefazzy set so constructed.

4. Fuzzify the historical data and establish ttezyuogical relationships by the rule:
If A; is the fuzzy production of year n angdi&the fuzzify production of year
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n+1, then the fuzzy logical relation is denotedfs— A, . Here Ais called
current state and;As next state.

5. Establishing the fuzzy logical relations of wars orders as given below
i) If for year n-3, n-2, n-1 and n the fuzzifiedduction are A, Aj, Ai and A
respectively , then the third order fuzzy logicahtion is represented as
Ai2 ’ Aill Ai - AJ
i) Similarly if for year n-4, n-3, n-2, n-1 and the fuzzified production areA
A, Ay, Aiand A respectively , then the fourth order fuzzy logiegation is
represented as
N N
In a similar way we can find the various fifth, thixseventh, eighth and other
higher order fuzzy logical relations.

6. Computation of fuzzy difference parametérch= 2, 3, 4, ... of different orders
i) Considering a difference operatdr=d| J | and is being defined as

din =|E-Eq|
OGEi = dZEi _dZEi—l |
d'Ei= | E — By |
(PEi = I CfE, - daEi.l |
dGEi = dsEi - 05Ei-1 |
and so on.

i) Having fuzzy logical relation A, Ap, Ax , A - A foryearn and if

E.4, En3, B2, E.1 are the production of the year n-4, n-3, n-2, then the
fuzzy difference parameter(t) of order 4 is to be used for forecasting and the
model is said to be model of order 4 and is contbategiven in step 6(i)

7. Computations for forecasting
Some notations used are defined as
[*A;]is corresponding intervaj dor which membership in As
supremum (i.e. 1).

L[*A ] is the lower bound of intervaj u

U[*A|] is the upper bound of interval u

I[*A ] is the length of the interval] whose membership in 3
supremum (i.e. 1)

M[*A ;] is the mid value of the interva] having Supremum value iy A

For a Fuzzy logical relation;A- A;:
A; s the fuzzified production of year n-1
A, is the fuzzified of production year n
E is the actual production of year n
E is the actual production of year n-1
E.. is the actual production of year n-2
E., is the actual production of year n-3
E.; is the actual production of year n-4
F  is the crisp forecasted production of the year n
Here, we take the model of order four utilizing thistorical data of years n-4, n-3, n-2,
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n-1 for framing rules to implement on fuzzy logicalation, A - A;, where A, the
current state, is the fuzzified production of yeat and A, the next states fuzzified
production of year n.

Computational Algorithm: (Forecasting production; For year n (i.e. 1975) and
onwards by higher order method of order 4

for k=5 to ....K (end of time series data)

Obtained fuzzy logical Relation for year k-1 to k

A - A

R=0and S=0

Compute

FE=|E—-E4|

dSEi = | Cf'E, 'din-ll

d4Ei=|(fEi—d3Ei.1|

Xi =E+ dE/2

XX = -dE /2

Y =B+ dE

YY, =5 -dE

Pi =E+dE/4

PPi =k - dE /4

Q = E +2*d'E

QQi =E -2*d'E

If X> L[*AJ] and X< U[*AJ]
ThenR=R+X and S=S+1

If XX> L[*A;] and XX< U[*A;]
ThenR=R+XX andS=S+1

If  Y> L[*A;] and Y< U[*Aj]
ThenR =R+Y andS=S +1

If  YY> L[*A;] and YY< U[*A;]
Then R= R+YY and S=S+1

If P> L[*A;] and P< U[*A;]
ThenR=R+P and S=S+1

If PP> L[*A;] and PP< U[*A;]
ThenR=R+PPandS=S+1

If @> L[*A;] and Q< U[*Aj]
ThenR =R+Q and S=S +1

If  QQ> L[*A;] and Q@< U[*A;]
Then R= R+QQand S=S+1

F= (R+ M(*A))/(S +1)
Next k

Similarly, using the I, , a fifth order modelwe can forecast the production for sixth
year and onwards from the above computational glgorand so using’&; , dE;, E;,
d°E; for sixth , seventh , eighth , ninth order modelthe above algorithms and so on to
get the forecasted enrollments by these higher ondelels.
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4. Forecasting rice production with proposed model

In view of examining the general suitability of thmoposed model, it is being
implemented for forecasting the rice productione Historical time series data of rice
production are of the huge farm of G.B. Pant Ursitgy Pantnagar, INDIA. The

historical time series data of rice productionnigerms of productivity in kg per hectare.
The method has been implemented and step wise ¢atigns are as

Step 1. Universe of discourse U = [3200, 4600].

Step 2. The universe of discourse is partitioned intoesewtervals of linguistic values:
u;=[3200, 34 00], [3400, 3600], $[3600, 3800],
u;=[3800, 4000], §F[4000, 4200], $F[4200, 4400]
u,=[4400, 4600].

Step 3. Define seven fuzzy sets M\, ...,A; having some linguistic values on the
universe of discourse U . The linguistic valuethiese fuzzy variables are as follows:

A, : poor production, A : below average production
As : average production 4A: good production
As : very good production A: excellent production

A-; : bumper production

The membership grades to these fuzzy sets ofititigwariables are defined as :
A=1/u+ 05/ w+0/us+0/u+0/u+0/u+ 0/ u
A=05/y+1/u,+05 u+0/u+0/u+0/uy+0/u

A=0/u +05/wnL+1/u3+05/u+0/u+0/uy+0/ y

A=0/u +0/u,+05/ L+ 1/ u+05/u+0/u+0/u

As=0/u +0/u,+0/uz+05/u+1/u+0.5 y+0/y

Ae=0/u +0/u,+0/uz+ 0/, + 05/ y+1/u+ 05y

A=0/u +0/u,+0/us+ 0/, + 0/ + 0.5/ + 1/ y

Step 4. The historical time series data are fuzzified arelplaced in table 1.

Table 1: The actual and fuzzified historical data of Riceduction

Yeal Productiol Fuzzified productio
Kg/hect.
1981 3552 A,
198 4177 As
198: 3372 Ay
198¢ 345t A,
198t 370z Az
198¢ 367( Az
1987 386t Ay
198¢ 359 A
198¢ 3222 Aq
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199( 375(C As
1991 3851 Ay
199 3231 A
199: 417( As
199 455¢ A
199t 387: Ay
199¢ 443¢ A7
1997 426¢ As
199¢ 321¢ A
199¢ 430¢ As
200( 392¢ Ay
2001 397¢ Ay
200z 387( Ay
200¢ 3721 A;

With these fuzzified productions, the fuzzy lodications of various orders ( order 3,
order 4, order 5 and so on) are constructed .

Table 2: Fourth order fuzzy logical relationships for tlwerproduction are obtained as

A As, Ay, A - A
As, A, A Az - Ag
Ay Ay A3 Az - Ay
Az A, AsAr - A
As, As As A - Ay
As, Ag Az AL - Ag
As Ay ALLAz - Ay
Ag, Al, A3 ,A4 — Al
Ay As A AL - As
Az Ay AL As - Ay
As A, As A7 - Ay
Al: A5: A7 .A4 - A7
A5, A7, A4,A7 - AG
Az, Ay A7 As - Ay
A4, A7, A6 .Al - AG
Az As, AL As - Ay
As, A, As,Ag - A4
Ay Ae, AsAg - Ay
Ae, Ag, As,As - Ag
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Step 5. The forecasted values have been obtained by tisnglgorithms in section 3.
The forecasted production of Rice obtained by timesthods is placed in the Table 3.

Table 3: Actual rice production vs forecasted outputs lyppised high—order models

yeal  Actual Model Model of Model of Model of Model of Model of

producti of Order5 Order6 Order7 Order8 Order9
on Order 4

1981 3552

198: 4177

198: 3372

198¢ 3455

198t 3702 370C

198¢ 3670 370C 3701.7¢

1987 3865 390C 3911.7¢ 3907.7!

198¢ 3592 350C 350 350( 350(

198¢ 3222 330C 330C 330( 3327t 3331.2¢

199( 3750 370C 370C 370C 370C 3697. 370(

1991 3851 3861 3867 390( 390( 390( 3916.2!

199 3231 3306.f 330 330(¢ 330( 330( 330(

199: 4170 410C 410C 410(¢ 410( 410 410

199¢ 4554 453t 450( 450( 450( 450( 450(

199t 3872 390C 390( 390( 390( 390( 390(

199¢ 4439 4500 450( 450( 450( 450( 450(

1997 426¢ 4324.1¢ 4318.6° 4339.6° 4331.t 430( 4334.t

199¢ 3219 330C 330C 330( 330( 330( 330(

199¢ 4305 430C 430( 430( 430( 430( 430(

200( 392¢ 3893.7! 392¢ 3948.t 390( 390( 390(

2001 397¢ 390C 3900.3¢ 3897.2! 3924.8¢ 3924.8¢ 3924.8¢

200z 387( 3891.2! 388( 3904.6¢ 3925.9. 3953.5° 3963.7!

200: 3721 3678.8. 3700.3: 3725.80 373t 370( 370(

The suitability of the proposed model in forecagtine rice production has been
studied on the basis of mean square error (MSE) amtage error of the
forecast. The MSE is defined as

n
Y (actualvalug - forecastedalug )*
Mean Square Error 2=

n
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Table 4. Mean square error and average error of rice ptamudorecast of
proposed models

Order of order<« Ordert Order ¢ Order * Order ¢ Order ¢
forecast

Average 1.239% 4 565199 1389997 1.46002 1.434785  1.397004
Error 16

MSE 2881.2 2988.2 3442.2 3701.3 3548.9 3445.8

Further, the trends in forecast of the proposedehofithese high-orders can examined
with more clarity by the figure given below. One thfe interesting features in the
forecasting of rice production by the proposed kogier model can be visualized that
the accuracy in forecasted values is of varyingekeg

Actual rice production vs forecasted production by proposed high order models
—&— actual production order_3 forecast order_4 forecast —¥— order_5 forecast
—e— order_6 forecast —+— order_7 forecast

order_8 forecast order_9 forecast

4600 -

4500 -

4400 -

4300 -

4200 -

4100 -

production
w w Iy
o] © o
o o o
o o o

Figure1l: Actual rice production vs forecasted rice prdiohrchby higher order model of
proposed method.

5. Conclusions

The developed method is a computational methodvésious high-order forecasting
based on the fuzzy time series and provides betteits than the existing methods. The
study reveals some interesting features of the-bidler fuzzy time series forecasting that
their suitability varies according to the fuzzin@sshe time series data. Forecasted values
for some years in various high order models areariamt and may be considered a
suitable forecast for the respective years. Thusffitient and accurate forecasting also
needs the computation of forecasting by variouf leiglers, the proposed method being
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a computational method can be easily employed tahgeforecasting of various high-
orders more efficiently. Further, the implementatiof fuzzy time series in crop
production forecast is to support the developmehtdecision support system in
Agricultural production system, one of the reak lroblems falling in the category
having uncertainty in known and unknown parametéhss study may be useful in the
tactical and forecasting applications in agricwttecision support systems.
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