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Abstract. A batch arrival retrial queue with general retrtahes, state dependent

admission, modified vacation policy and feed bac&nalysed in this paper. Arrivals are
controlled according to the state of the servdrthe orbit is empty, the server takes at
most J vacations until at least one customer igived in the orbit when the server

returns from the vacation. At the service complegpoch, the test customer may either
enter the orbit for another service with probapiptor leave the system with probability

1-p. By supplementary variable technique some &palyresults for the system size

distribution as well as some other performance measof the system are derived.
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1. Introduction

Retrial queues have the feature that arriving eusts finding no free servers must leave
the service area and repeats his request for seafter some random time. Retrial
gueues play very important roles in the analysistedéphone switching systems,
computer and communication networks. In many gugsituations, the customers
arrival rate varies according to server state idlesy, and on vacation. Altman et al. [1]
Maden and Abu-Dayyals [5] have studied classicatuing system with restricted

admissibility of arriving batches and Bernoulli \&&r vacation. Arivudainambi and

Godhandaraman [2] studied retrial queue with twasgh service, feedback and K
optional vacations. A comprehensive study on reaenks for various vacation models

can be found in [3,5,6,7,8,9].

2. Model description
In this paper, a batch arrival M/G/1 retrial quepmodel with general retrial times, state
dependent admission, with modified server vacdsaonsidered.

1. New arrivals arrive in batches according to a commgloPoisson process with rate

L. Let X denote the number of customers belongs to thardkial batch, where
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Xk, k=1, 2, 3,.... Are with a common distribution R(Xn] =G n=1, 2......
where C(z) denotes the probability generating fionodf X and moments,o > 1.

2. Itis assumed that there is no waiting space amebtore, if arriving customers find
the server free, one of the arrivals begins higiserand others leaves the service
area and join the orbit. If the server is busyoorvacation, arriving customers
leaves the service area join the orbit. The custsrim the orbit try to request his
service and inter retrial times have an arbitrarigtridbution A(t) with
corresponding Laplace- Stieljes transformg).

3. There is a single server who provides serviceltaraling customers. The service
time follows a generally random variable S withtdmition function S(t) and

Laplace Stilies transforrg@) and moments,s

4. The arriving batches are allowed to join the syskdth state dependent admission
control policy. Letos, aandas be the assigned probabilities for an arriving batc
to join the system during the period of idle, basygl vacation.

5. Whenever the orbit is empty, the server leavesafeacation of random length V.
If no customer appears in the orbit when the sergtirns from a vacation, it
leaves again for another vacation with the samgtlesuch a pattern continues
until it returns from a vacation to find at leasteocustomer is recorded in the orbit
or it has already taken J vacations. If the oibiempty at the end of the Jth
vacation, the server remains idle for new arrivalghe system. At a vacation
completion epoch the orbit is nonempty, the sewaits for the customers, if any,
in the orbit, or for new customers to arrive. Maeation time V has distribution

function V(t) and Laplace /Stieljes transfonio) and moments,v
6. Various stochastic processes involved in the systenindependent of each other.

3. System analysis
In this section the steady state difference-difiéat equations for the retrial system is
developed by treating the elapsed retrial time, @tepsed service time and elapsed
vacation time as supplementary variables. Afteat,t the probability generating
functions for server state and the number of custsnn the system/orbit are derived.
Steady state equations. In the steady state disisnaed that A(0) = 0 A() = 1, S(0) =0,
S(o) =1, V(0) =1 Vfo) =1 and are continuous at x = 0, so that
dA dS(x

) v p(X)dx = ) , and w(X)dx = vk , 0(x)dx can be interpreted

1-AX) 1-S(x) 1-V(x)
as the conditional probability density of complatiof the retrial time, given that the
elapsed time is x. Le&o(t), s’ mand V]_O (1) be the elapsed retrial time, service time and

f(x)dx =

vacation time respectively at time t. The statéhefsystem at time t can be described by
bivariate Markov process {C(t),N(t),>t 0 } where C(t) denotes the server state (0, 1, 2,
...J+1) depending if the server is idle, busy or shvacation. Jth vacation.
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Let {t,; n=1,2....}be the sequence of epochs at whidieeih service period completion
occurs or a vacation time ends. The sequence dbmavectors Z= {N(t,,"), §(t,") forms
a Markov chain which is embedded in the retrialujog system, wheré(t) = A'(t) if

C(1)=0, N(t) >0,5(t)=S(t) if C(t)=1, N(t0 anda(t)zvl_‘ ) C(t) =j+1, N(tp0j=1,2, ...J
Let us define the following probabilities

Po(t) = Pr{C(t) = 0, N(t) = 0}

P.x,t)dx = Pr{C(t) = np(t) = A(t) ; x<A'(t)<x+dx}, x>0, n> 1,
IMy(x,t)dx = Pr{C(t) = np(t) = S(t) ; x<S(t) <x+dx},x >0, r=0
Qn(x,dx = Pr{C(t) = np(t) = V(t) ; x<V;j (t)<x+dx}x >0, n=0,15<J.

In steady state, we can sgt=Flim,_...,Py(t) and the limiting densities
Pa(X) = limy_.Py(x,t) for x>0 and r1T1(X) = lim,_.IT,(x,t) for x>0 and rO and
Qjn(X) = lim_..Qjn(x,t) x>0 and rO.The Kolmogorov forward equations which govern
the system under the steady state conditions canmitien as
(o]

MRy = (J) Q; o M (x)dx (1)
d
= Ry () + 0+ 8()P, (x) = ML - a.7)Pp (X) @)
X
d
oT Mo ®) + (& + L0 5() = ML-a )M 5(x) 3)
X
d n
oT ML)+ O+ 2N (%) = AL -a) () + Aasz{Ckl'ln_k(x) 4)
« =
d
Q000+ (- a0)Q; 000 =109 ) ®)
X
d n
&Q [0+ @00)Q; () = AL-ag)Q () + Aaskzz‘ickom_k(x) (6)
The boundary conditions are
J o« 00 00
P, (0) = '21 é Q; n Ko(x)dx + (1- p){) I, (u()dx + p{) I 1 ()n(x)dx (7)
= ’
Mg (0) = AC1Py + [ R (P(x)dx (8)
0
I, (0) = ACp 4Py + cf) P+ 0P(dx + MlzckPn_kﬂ(x)dx 9)
0y 400 = (I)Ho(x)u(x)dx, n=0 (10)
0 n=1
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0

Q000 = (I)Qj_l(x)a)(x)dx, n=0 (11)

0 n=1
And the normalising condition
oo 00 oo 00
Pot X [P (gdx+ X [ (x)dx + Z [ Z Q j,n0dx] =1 (12)
n=10 n=00 ' =

Next, the probability generating functlons are ldedi as follows
P(x,2) :§ 2P |4 < 11(x2) = g 2" wld < 1 Qjn(X,2) :g 0. wla<1
> 2", 04 X 2", )2 = 7'y, )4

Now multiplying Eq (2) b zand summing over n(n=1,2,3.....)
d

— P(x,2) + B(X) + ra1 IP(x,2) = O (13)
dx

- d
Similarly, we get—(x, z) + [u(x) + ray (1- C@I (x,2) = 0 (14)

dx

d
—Q, (x,2) +[w(x) +hag(1-C@)Q, (x,2) = C (15)
dx

J J
F’(O,ZH_Z1 [ j (x, ZJo(x)dx - ARy - '219 0@ *(@-p)+ p2)I0 TI(x, Zu(x)dx]  (16)
10 17

AC(2)

1

11(0,2) =_ |5 P(z, xp(x)dx +
4 4

Solving the partial differentials equations (133)115) and using (16) and (17) we get

J [V(7»a3)(1 C(2))-1]
JlW 2+((1-p)+p2)C(2)S(op (1 - C(2)HL - AQray)

[R) +a4l0 P(z X)dx] 17)

Ryiz 2

P(z) = (18)
aq{z - ((1-p) + IOZ)(A(Ml) +C(2)(1- ~A0»011))50~0t o(1-C(2))
J M) (1+-C(2))1] . - - y
AR Z & V(hag)(L+- - 1(3) ) 1(A(Aa)+C(2)(1 - A(ray)) + C(2)}1 - SAa, (1-C(2))
M(z)= FL o NV(hog)] (19)
a1{z - ((1- p) + p2)(AQay) + C(2)(L - AQut))S0 5(1 - C@))Aa, (1~ C(2))
Py (1- VQas(l- C(2)
Q) = — 0 J_J_+13 (20)
[V(rag)] a3(1-C(2)
Then R can be calculated using normalising condition iargiven by
Po= aac (1-p-c (1-Ada,)) -sja ¢ )
aacl(l-A(/lafl))(Nl-l+p+cl +la,q)op ,Q g@GAa, +N)+NL, (1-pc(1-Ada)-sda )
(21)
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3.1. Performance measures
In this section, we obtain some interesting sygtenformance measures like, the mean
number of customers in the orbitfL.the average number of customer in the systejn (L

From (21), it follows that the stability conditie®11 - p - ¢, (1- A(/lcr1 ) - sha,c>0

The probability generating function of mean numtifecustomer in the queue is
J
%@ =R +P@HI@) + X Q@)

71
Mean number of customers in the queue is givemqbyt lim, 1¢q(z)
L= (ab-cd)/3b
a:=
P0<—3N2a1a2—3a2a3cz+3a1a2a3c2+3a2a302A—6a2a3P
C%A +3ay,a;N2¢) +3a,ayNlc, +6a2a3Pc% —3N2a,a, P
+3a,a3Pc,; —3N2aja,c; —3Nlaja,c, +6a,a5¢ c,
—6a1a2a3Pc%—3ala2a3Pcz—3a2a3PAcz+6ala2Nlcl
—3a,ayAN2¢; —3a,a;ANIc, —6ay,a, ANIc,
+6N1a1a2PclA+6a1a2a3clAcz+3(—a1a2a3cl
+a1a3N1—alazNI+2a2a3cl)s212a§c?+3(—a1a2a3cl
—aya;¢,A+a azN2+a a0 4 +a,a;¢, —q azNI)
sllazcz—i-?)(—NZalaZ+a2a3cz+2a1a3N2—8a1a2a3cle
+2a,ayNlc) —a a,ayc, —a,a,¢c, A —a a; N2 A
+2a1a2a3cfA—2a1a2a3c?—2a2a3c%A +ajayc,4
—2a,a,Nlc, +2a,a,Nlc;A+2ayay;Pc, —2Nla a, P
—2a1a3N]clA—2a2a3PclA—2a1a2a3clP+2a2a3c%)
sy la, ¢ —i—6alaza3Pc%A—6alaza3clcz—6a2a3c1Ac2
+3N2ajayc, A +3Nlajayc,d —6a azN2e )

b=2a1a2a3cl(—cl+clA—slla2c1+l)
c=
3a,a,ayc, (cz(A—l)-1-2c1P(A—1)+2sllazc1 (cl 4-1)
2 22
—P) —s,7a; ¢ —sllazcz) +3a1a2a3cz(cl (4—-1)—P
—slla201+1)
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PO(—3N2a1a2 —a2a3N2+a2a3cz +2a1 azN] —2a1a301
+2ala3N2+2a1 a, as ¢, +2a2a3clA +2ala3N]c1
—a,a,a,c, —a2a3c2A —a a3N2A +4al aza3c§A
—4a1a2a3c? —4a2a3c%A —|—2a1a3c2A —4a1 azNIc1 +
2
az/JtN2—|—6a1 azN]clA —2aza3AN]c1 —0—2(111 a, ay
—ala2aSP—aIaZ(13c1 —a2a3clA —|—a1a3N1 —|—a1a3c1A
—|—a2a301 —a a2N1 —a aza3PA)sllazc1 —|—4aza3Pc1
—4N1a1a2P—4a1a3NlclA —4a2a3Pc1A —4a1a2a3clP

2
+4a2a3cl)

The probability generating function of mean numtifecustomer in the queue is
J

9.(2) =Ry +P(2) + H(z) + 2 Qj(z)
1

Mean number of customers in the system is givansbaynmqu@(z)

L~=(ab-cd)/36

where a=

PO(—6a2a3AN1c1 +3a,a,a5¢, +3aya3¢,4 +3a; a3 N2
—3a,a;N24 + 6a,a;Nlc, —3a,a;ANIc, +3a a; NI 4
—3a,a;Nlc, +3a,a;N2¢; —3a,a;AN2¢; +3a,a;3Nlc,
—3N2aya,P+3a,a;Pc, —3N2aja,c; —6a,azc Ac,
—3a,a;PcyA+3N2a a,cA+3Nla a,c, 4
—3aya,a;,Pcy —6a,a,a5¢/¢, +6aya3c,¢c, —|—6a2a3c%P
—6a, a2a3c%P—6a2a3Pc?A +6a; a2a3Pc?A
—6Nlaja,Pc/+6a a,a,c,dc, +6Nla a,Pc A +3(
“3a,ayc; —aja,a;¢) —ayayc; A —Nlaja, +a a; NI
+aq a3c1A)s212a§c% +3 (a2a3c1 —a ayayc) —ayazc A
—Nla,a, +a ay;NI +a a3clA)slla2c2 +3(—2(zlaza3cf
—2a,a;Nlc 4 +2a2a3c% —2a,aya;Pc; —2a,a;Pc A4
+2a a2a3c%A +2Nlaja,c;A—2Nla a,c —2a3a2c%A
—a,aya3¢ —a,a;6A4 +ajaze, A +aay N2 +2aiazc04
+a a3N2A —2Nla;a,P —a a3N1A +2a a3N]c1
+2a,a;¢,P+2a,a; NI +ayaycy, — N2a; az)sllazc1
—3a2a3cz)

b= 2a1a2a3c1(—c1 +cd—slaye, + 1)

200



M. Jeeva and E. Rathnakumari

c= 3aq, a,ayc, (—02 +cA—=2Pc +2Pc 4 —I—2slla2cl(—c1 +C1A)
—s212

+1)

22
a, ¢ —sllazcz) +3ala2a3cz(—cl —I—clA—sllazcl

‘ P()(—2a1a2a3c% —2112113AN1(:1 +2a2a3c? —2a1a2a3Pcl

—2a,ayPc 4 +2a1a2a3c%A +2NlajaycA—2Nlaja,c,
—2a3a20%A —a,a; N2 +2a,a;Nlc, +2(a2a3c1
—a,a,a;¢) —ayay,c A —Nlaja, +a a; NI A +ala3clA)
slla201 —2Nlajay,P+2a,ay,a,¢) +2aya,¢04+2a,a5¢,F
—2ayayc; +2Nlaja, +a ayNI —4a2a302)

- J
1- V(hag)]

M(rag)]” (V(hag) - 1)

where | ish and N1 “higvy

1- NVag)”

N2 =4,V - 3
V(ag)]” (V(ag) -1)

5. Conclusion

In this paper, a queue with general retrial timed state dependent admission feed back
and modified vacation policy is discussed. Thdieikpesults for the average number of
customers in the system/orbit are also derived. arfa@yses and results presented in this
paper may be useful for network system designatsaftware system designers.
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